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Abstract 

 

Phase Diversity (PD) is a phase retrieval algorithm which traditionally uses a defocus 

kernel aberration to create the phase diverse data images.  This thesis concerns the 

generalisation of this method to allow the use of other diversity kernels.  The necessary 

and sufficient conditions such a kernel must satisfy for use in a Generalised Phase 

Diversity (GPD) null wavefront sensor are derived.  GPD is extended to full wavefront 

sensing through the development of a new phase retrieval algorithm.  The motivation 

for this work is to create a wavefront sensor capable of dealing with scintillated and 

discontinuous wavefronts thus overcoming the limitations of the current Intensity 

Transport Equation (ITE) based phase retrieval methods used with defocus-only PD 

sensors.  In this thesis a new deconvolution based algorithm, which uses the small angle 

approximation to reach an analytic solution for the wavefront phase, is described.  The 

Small Angle Expansion (SAE) algorithm is shown to work well with continuous, 

discontinuous and non-uniformly illuminated wavefronts.  The GPD wavefront sensor, 

coupled with the SAE algorithm, is tested experimentally and the initial results are very 

encouraging.  It will be shown that GPD provides a versatile, compact and robust 

method of wavefront sensing that may be useful in a wide variety of applications. 
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Chapter 1 

Introduction 

 

Summary of Chapter 1 

This chapter begins with a brief historical introduction and background information on 

the field of Adaptive Optics. This is followed by a review of wavefront sensing 

technologies from historical roots to the current state-of-the-art.   

 

1.1 Introduction 

 

Throughout the course of this thesis a novel, phase-diversity based, wavefront sensor 

system will be described. It will be developed from its theoretical basis to its initial 

experimental results and this includes the formulation of a new analytic phase retrieval 

algorithm to invert the data.   

 

As an introduction to this work, and to put this project into context, this chapter will 

begin with a brief background section on the field of Adaptive Optics (AO) followed by 

a more detailed review of wavefront sensing technologies.  This is not intended to be a 

comprehensive study of these topics, but an overview.  Relevant references are given 

throughout to identify more detailed sources of information. 

 

1.2 Adaptive Optics and the Earth’s Atmosphere ~ Historical Background 

 

The heavens have held a deep fascination for mankind since ancient times.  Items such 

as the Shou-chang planisphere of the West Han dynasty (52BC) and the Mayan Dresden 

Codex (1200-1250AD) demonstrate the high level of astronomical professionalism and 

observational skill of these ancient astronomers [1]. With the invention of the telescope 

astronomers began to see beyond the limits of the human eye, this marked the beginning 

of modern astronomy.  In 1608 Hans Lippershey demonstrated the first refracting 

telescope, which Galileo used two years later to discover the rings of Saturn, the four 
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Chapter 1: Introduction 
 
moons of Jupiter, and many other important phenomena.  This was an important 

milestone in the history of observational astronomy which led to the building of larger 

telescopes in an attempt to see more of the universe around us.  This is a trend which 

continues today, with the European Southern Observatory’s project to build a 100m 

diameter telescope [2].   

 

However, the quality of observations is not purely limited by the size of the telescope 

used but by “seeing” – the effects of the Earth’s turbulent atmosphere on light which 

passes through it.  Wind driven turbulence mixes stratified temperature changes which 

varies the density of the atmosphere.  The effects of this on light that passes through the 

atmosphere are threefold.  Firstly it creates intensity fluctuations (or scintillation) which 

is observed as the 'twinkling' of the stars. Secondly the position of the star 'wanders' 

when the varying refractive index of the atmosphere alters the angle of arrival of the 

starlight.  Lastly, there is a spreading effect created by the higher order aberrations 

which causes stars to appear as small discs of light and not sharply defined point 

sources [3].  The turbulent nature of the Earth’s atmosphere has been known since the 

time of Newton who observed in Opticks:  

 

"For the air through which we look upon the stars is in perpetual tremor...the only 

remedy is a most serene and quiet air, such as may be perhaps on the tops of the highest 

mountains above the grosser clouds" [4] 

 

Newton’s observations were correct and the improved seeing conditions at high 

altitudes is one of the main reasons that many of today’s world-class telescopes are built 

on the tops of mountains.  Mauna Kea on the island of Hawaii is a popular location for 

optical, infrared and radio telescopes and at 14,000ft its summit stands above two-thirds 

of the Earth’s atmosphere.  However, this is not the complete solution to the problem.  

To achieve the best possible results requires further mitigation of the atmospheric 

effects.  Despite Newton’s early observations it was not until the 20th century that 

scientists began to work on the problem of correcting these turbulence induced effects.   

2 



Chapter 1: Introduction 
 
In 1953 Babcock commented that: 

 

“One may consider himself fortunate to experience one hour out of 1000 of the finest 

seeing, even at the best locations” [5] 

 

In his paper Babcock proposed a system to compensate for the blurring effects on stellar 

images caused by atmospheric turbulence [5].  It is from this paper that the field of 

Adaptive Optics (AO) emerged. 

 

AO provides a means to perform real-time correction of aberrations imposed on light 

waves as they travel from the source to the imaging system.  While AO has its roots in 

the field of astronomy it is currently used in a wide variety of medical, military and 

industrial applications. The papers by Milonni [6] and Parenti [7] provide an excellent 

introduction to the use of AO in astronomy.  A comprehensive review of the medical 

and industrial applications of AO can be found in the technology tracking report by 

Greenaway and Burnett [8].   

 

1.3 The Basic Principles of Adaptive Optics 

 

There are two main types of AO systems:  ones which provide real-time dynamic 

correction of unwanted optical aberrations, and ones which can manipulate the 

properties of an optical system to deliver a desired output.  The former is used, for 

example, in applications in astronomy, ophthalmology, military imaging and confocal 

microscopy.  The latter type of AO system can be used, for example, in the 

measurement and manipulation of laser beams in laser materials processing.  In either 

case both types of AO system will require the same 3 basic components: a wavefront 

sensor to measure the shape of the optical wavefront, a corrective/manipulative device 

to alter the shape of the wavefront and a feedback loop to connect these two 

components to allow real-time adjustment of the wavefront. 

 

3 
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Figure 1.1 is an example of an astronomical AO system which shows how the 

wavefront sensor, corrective element and feedback loop are arranged. 

 

 

 

Figure 1.1 A schematic of an astronomical closed-loop AO system [9]. 

 

When light enters the system a small amount is taken to the wavefront sensor (via the 

beam splitter).  The wavefront sensor performs an analysis of the aberrations on the 

wavefront to calculate its shape.  This information is sent to the corrective element via 

the feedback loop.  The corrective element flattens the wavefront by a process known as 

phase conjugation. Using the phase calculated by the wavefront sensor the corrective 

element applies the complex conjugate of this phase to cancel the distortions on the 

wavefront.  The wavefront sensor continuously monitors the incoming wavefront, 

sending adjustments to the corrective element as the aberrations change dynamically.  In 

a telescope AO system like the one shown in Figure 1.1 the light used to probe the 

aberrations comes from a guide star (GS) which can be the observed star, or if it is too 

dim a bright nearby star or an artificial laser GS is used.  A good introduction to the 

generation and usage of laser guide stars can be found in the article by Parenti [7] and in 

Tyson’s ‘Principles of Adaptive Optics’ [10].  

4 



Chapter 1: Introduction 
 
1.4 Wavefront Sensing 

 

Since the birth of modern Adaptive Optics (AO) in 1953 [5] wavefront sensors have 

played an important role in the design of AO systems.  Wavefront sensing provides the 

means to measure the shape of an optical wavefront or, in the case of a closed-loop AO 

system, the deviation of the wavefront from the diffraction-limited case [8].  Depending 

on the design, wavefront sensors may be used either to generate a signal related to the 

wavefront deformation, or to provide a full reconstruction of the wavefront shape.  In 

the closed-loop case one seeks to minimise the error signal through manipulation of the 

wavefront by a corrective element.  Full reconstruction of the wavefront is more time 

consuming, but is sometimes necessary. In metrology applications the shape of the 

wavefront may represent the shape of a physical surface under test.   

 

The phase/Optical Path Difference (OPD) of a wavefront can be measured directly in a 

number of ways, which can include; Interferometric methods [10], Fraunhofer 

diffraction patterns [11],  moments of diffraction, multiple intensity measurements [12, 

13], or in exceptional cases from a single intensity measurement and the use of a priori 

information [14]. This information can then be fed back to the corrective element.  

Phase cannot be measured directly, there can be problems with these methods 

determining the uniqueness of the solution and they often only apply to small angles 

(i.e. wavefronts which are not greatly aberrated) [15-17].   The indirect approach to 

wavefront sensing is to compensate for the wavefront error without explicitly 

calculating the full wavefront reconstruction.  The Multi-Dither technique is perhaps the 

most well known example of an indirect wavefront sensing system [18].  

 

In Zonal sensors the wavefront is expressed in terms of the OPD across a small spatial 

area, for example a subaperture.  If the wavefront is subdivided by N subapertures, then 

as  the wavefront is fully represented.  If wavefront tilts are measured across the 

subapertures they can be integrated to provide the full wavefront shape.  The Shack-

Hartmann wavefront sensor is the most commonly used zonal sensor and will be 

covered in detail later.  In Modal sensors the wavefront is described by decomposition 

into a set of orthogonal polynomials [19-22].  The most common basis set for these 

sensors is Zernike Polynomials which have the convenient property of forming an 

N →∞
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orthonormal set across circular apertures [22].  Curvature sensing and Phase Diversity 

(PD) are both examples of modal wavefront sensing and are also discussed in some 

depth in later sections.  Tyson proposes [10] that as a general rule, if low order 

aberrations dominate it is best to use modal wavefront sensing, whereas when higher 

order aberrations are involved zonal methods will give better performance.  For AO in 

the presence of the atmosphere it is often useful to use a combination of both, 

employing a zonal method to correct for tilt errors and a modal method to reconstruct 

the wavefront in terms of Zernike polynomials. 

 

However, for the correct choice of wavefront sensor, practical issues such as hardware 

limitations, the speed required, computational power available and ease of integration 

into the existing optical system must be considered.  In this chapter a number of 

different wavefront sensors will be considered; from historically important techniques 

to the sensors in common use today. 

 

1.4.1 The Shack-Hartmann Wavefront Sensor 

 

The Shack-Hartmann (S-H) wavefront sensor is the most well known and widely used 

wavefront sensor today.  It was developed in 1971 by Roland Shack and Ben Platt [23] 

in response to the US Air Force’s need to improve images of satellites taken from the 

Earth, which were distorted by the Earth’s atmosphere.  The S-H sensor is an adaptation 

of the earlier Hartmann plate method of wavefront sensing [8] and was altered to be 

more efficient for low-light applications like astronomy.   

 

The S-H is a zonal wavefront sensor which provides a measurement of the local first 

derivative (slope) of the input wavefront.  This is achieved by dividing the wavefront 

using an array of lenslets, each taking a portion of the beam and focusing it onto a 

detector array.  This use of lenslets was the main innovation on the Hartmann plate 

design which used an array of holes to separate the wavefront into pencil-like beams.  

The added light gathering efficiency of the lenslets made the new S-H sensor ideal for 

photon-starved situations like astronomy [23].   

6 
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Figure 1.2 Schematic of the basic Shack-Hartmann Wavefront Sensor. 

 

Figure 1.2 shows the basic architecture of the S-H sensor. The detector array is arranged 

such that a sub-array of pixels is assigned to each subaperture image.  In Figure 1.2 this 

is shown as a simple quad-cell for each lenslet, although more pixels can be used 

depending on the size of the detector and the number of lenslets. When a plane wave is 

incident on the lenslet array a tightly focussed spot will appear in the centre of each sub-

area of the detector (corresponding to the optic axis of the particular lenslet).  When the 

input wavefront is distorted the sub-images will be shifted in the x and y directions 

(demonstrated in the close-up in Figure 1.2).  The centroid of each image can be used to 

calculate the slope of the wavefront across its associated subaperture.  The wavefront is 

reconstructed by combining the local slope measurements across the lenslet array.  

Depending on the type of aberration present in the input wavefront the shape of the sub-

images will also be distorted.  The S-H is an achromatic wavefront sensor (provided the 

lenslet array is achromatic) since it will give the same signal for a fixed slope value, 

irrespective of wavelength. 

7 
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Figure 1.3 shows examples of simulated Hartmann spot patterns generated by a perfect 

human eye, and an aberrated one [24]: 

 

 

 

Figure 1.3 Example Hartmann spot patterns for perfect and aberrated eyes. Figure 

courtesy of David Williams' Laboratory, University of Rochester [24]. 

 

The advantages of the S-H sensor are its wide dynamic range, high optical efficiency, 

white light capability, and ability to use continuous or pulsed sources [10].  The 

sensitivity and accuracy of the S-H sensor are excellent across the wide dynamic range 

of the instrument.  This makes it a very attractive device where large dynamic ranges 

are required. As the wavefront aberration increases the sub-images are displaced further 

from their local optic axis, the dynamic range is limited to aberrations which do not 

allow the sub-images to be displaced outwith their own sub-array.  It is feasible to use 

time-tracking to observe the sub-images as they move across the detector although this 

could prove difficult to implement in practice.  Therefore the dynamic range of the S-H 

in most cases is largely limited by the size of the detector.  The S-H sensor can also be 

used to study the intensity and phase information simultaneously by measurement of the 

spot amplitude and position respectively [25].  One drawback is the precision required 

in alignment and calibration of this device.  Vibration or distortion of the optics could 

lead to shifts in the spot positions, which in turn would give incorrect measurements of 

the wavefront slope.  There are numerous variations on the basic S-H sensor design to 

attempt to minimise alignment and calibration problems [26].  A second disadvantage is 

that this type of wavefront sensor is not well suited to dealing with extended sources.  

When the object being imaged is large then the shape of the object will be convolved 

with the diffraction pattern of the subaperture, and optical cross-correlation is required 

to remove this effect.  This takes a lot of computational effort and time [27, 28]. Finally, 
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the number of pixels required in the detector to create one phase data point is much 

higher than in curvature sensors [25].  For high spatial resolutions large CCD cameras 

are required and this can be expensive and adds extra weight to the optical system. 

  

The S-H sensor’s white light capability and optical efficiency make it a favourite among 

astronomers.  Also, since astronomy applications mainly involve point sources, the 

problems encountered with extended sources are less of an issue.  This wavefront sensor 

has also been used extensively in ophthalmic applications. Since the first paper 

published by Dreher et al [29] many researchers have chosen this sensor to improve 

retinal imaging systems and to map the aberrations of the eye [30-32].  It is also highly 

suitable for laser testing, and in AO systems [23, 33].  

 

1.4.2 Phase Diversity and Curvature Wavefront Sensing 

 

Phase Diversity (PD) is a phase retrieval algorithm which measures the wavefront phase 

through intensity images [12, 34, 35].  Gonsalves [34] first proposed PD in the early 

1980’s as one of a new class of algorithms designed to ensure the uniqueness of the 

computed phase solution [36, 37].  It is not possible in general to obtain a unique 

solution from a single intensity image, instead multiple images or a priori information 

must be used to calculate the correct solution [8].  Where multiple images are used these 

should be captured on a time-scale which is short in comparison to any phase changes.  

The name ‘Phase Diversity’ refers to the fact that both images contain a deliberately 

added (and therefore known) phase term, in addition to the unknown wavefront phase.  

The wavefront phase can be calculated from the phase diverse intensity images using 

iterative algorithms.  Many such algorithms have been proposed over the years, from 

versions of the Gerchberg-Saxton [38] to more complicated approaches such as genetic 

algorithms [16, 39, 40], simulated annealing [40, 41] and neural networks [42].  These 

solutions are computationally expensive and the time taken to calculate the solution has, 

in the past, meant that this type of wavefront sensor is not fast enough for real-time AO 

applications.  Curvature Sensing is essentially a variation of the PD method which does 

not suffer from the same speed limitations as classic PD algorithms. 
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Roddier first introduced the Curvature sensor in 1988 [43], a special class of PD 

wavefront sensor which measures the local wavefront curvature using a pair of intensity 

images with equal and opposite aberration, captured symmetrically about either the 

image or pupil plane of the optical system (shown in Figure 1.4).  The wavefront 

curvature is mathematically related to the difference of these intensity images by the 

Intensity Transport Equation (ITE).  There exist a great number of algorithms to solve 

this equation and retrieve the wavefront phase through its curvature [19, 20, 44-48].   

 

 

 

Figure 1.4 A schematic of the Curvature Sensing scheme [43].  Intensity images are 

obtained on planes P1 and P2 symmetrically about the focal plane F. 

 

Figure 1.4 is an example Curvature sensor, as described by Roddier [43].  An input 

wavefront is focussed by a lens or mirror (labelled L1), and a pair of intensity images 

are captured symmetrically about the focal plane (at planes P1 and P2).  This may be 

achieved in a number of ways including physical displacement of the image plane [49], 

use of vibrating mirrors [43], or by beam-splitters and folded paths.  Blanchard et al 

described a method of applying defocus phase diversity using a specially designed 

diffraction grating [50-53].  This method will for the basis of the new wavefront sensor 

developed in this thesis, and will be covered in detail in Chapter 2. 

 

In Phase Diversity (PD) a pair of intensity images is obtained by adding different 

amounts of diversity phase (defocus) to the unknown wavefront. This pair could be the 

in-focus image and one phase-diverse image, or two phase-diverse images.  In most 

cases the diversity phase added is defocus as it may be easily applied by a number of 

methods, one of which is demonstrated in Figure 1.5. Images recorded symmetrically 

placed about focus (as shown in Figure 1.4) will contain equal and opposite amounts of 
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defocus.  In this case PD and Curvature sensing are essentially the same technique and 

the wavefront phase is obtained by solution of the ITE.  Where Curvature sensing and 

PD differ is when the diversity phase used is not defocus, when the phase-diverse 

images do not contain equal and opposite amounts of defocus, or are not obtained 

symmetrically about the focus or pupil plane of the system.  

 

 

 

Figure 1.5 An example of a Phase Diversity system.  A pair of intensity images are 

obtained on the CCD cameras, one is the in-focus image and the other is defocused by a 

known amount. 

 

1.4.2.1 Phase Diversity and Curvature Sensors – Advantages and disadvantages 

 

In comparison to the S-H, Curvature sensing and PD wavefront sensors offer several 

important advantages.  The first is that, since curvature is a scalar field it only requires 

one sample per point.  This means there is a vast reduction in the number of detector 

pixels required to measure the wavefront, and therefore a large saving in both cost and 

overall size. Secondly, curvature measurements are more efficient than tilt 

measurements which are highly correlated [43]. Curvature sensing is better suited to use 

with extended sources than the S-H for two reasons.  Firstly the extended sub-images 

which would be obtained by the S-H may not be uniform in intensity or overall shape 
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thus making centroiding more difficult. Secondly, provided the defocus distance is 

relatively small the error signal produced by the Curvature/PD sensor for an extended 

source would behave similarly to that for a point source.  Therefore, the data analysis 

for the Curvature/PD sensor need not be altered.  However, the sacrifice for operating 

the Curvature/PD sensor with extended sources is a reduction in the dynamic range. 

Another advantage of the Curvature and PD sensors is that it’s possible to use the signal 

they generate to directly drive a corrective element (such as a bimorph or membrane 

mirror [43]).  This is much faster, and less computationally expensive, than performing 

a full reconstruction when it is not strictly needed.   

 

1.4.3 The Paterson-Dainty Hybrid Sensor 

 

In 2000, Paterson and Dainty published their first results with a hybrid wavefront sensor 

which combines the S-H and Curvature sensors [54].  The configuration of the Hybrid 

Sensor (HS) is similar to the S-H (see Figure 1.2), the principle difference being the use 

of astigmatic lenslets to form the lenslet array.  The idea is based on the astigmatic 

focus sensor of Cohen et al [55], which measures wavefront curvature using the shape 

and position of the wavefront’s image through an astigmatic lens.  The image is 

detected by a quad-cell detector (see Figure 1.2), when the wavefront is un-aberrated the 

image will be circular and on axis.  If defocus is present in the beam then the image will 

be elliptical and oriented at 45º to the axis.  Therefore, in the HS the shape of each 

intensity sub-image can be used to measure the local wavefront curvature at that lenslet.  

The sensor response to the input wavefront aberration will depend on the astigmatic 

parameters of the lenslet, the quad-cell dimensions and the geometry of the lenslet array 

[54]. 

 

The HS has a limited range over which the defocus and the curvature signal are linearly 

related, but this range is large enough for closed-loop AO operation [54].  Paterson and 

Dainty’s results have shown that the HS is most sensitive to defocus and spherical 

aberration.  While the S-H (gradient-only) sensor has a wide range of mode sensitivities 

(and is more sensitive to some modes than others) and Curvature sensors have almost 

equal sensitivities to all modes, the HS was proven to have improved modal sensitivity 

compared to either sensor on its own.  This is the main advantage of the HS, that whilst 
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retaining the simple design of the S-H, it has increased modal sensitivity. This may 

mean that in an AO system the Hybrid Sensor would allow more modes to be properly 

corrected [54]. 

 

1.4.4 Wavefront Shearing Interferometery 

 

Wavefront Shearing Interferometry (WSI), like the S-H, is a wavefront sensing method 

that can be used to measure the slope of the wavefront.  In the 1970’s and 1980’s the 

WSI was very much in vogue as a means of wavefront reconstruction [56-58], and 

found application particularly in  the correction of atmospheric distortions on 

astronomical images, measurement of stellar power spectra, and characterisation of the 

astronomical ‘seeing’ [56] .  More recently the WSI has been used in ophthalmic 

research, Licznerski et al in 1998 proposed its use in the study of tear-film topography 

[59].  The tear-film is widely believed to cause a significant amount of variability in 

wavefront sensing measurements of the eye [60-62].  This is currently a topic of 

considerable research interest; reducing the variability of the wavefront sensor 

measurements would be extremely useful in applications such as refractive eye-surgery. 

Therefore the shearing interferometer, whose use had declined somewhat over the past 

20 years, is still an important wavefront sensing technique and its popularity is 

increasing once more. 

 

 

 

Figure 1.6 A demonstration of lateral shear S between two beams.  Interference can 

only occur where the beams overlap. 

 

In 1947 Bates [63] published a paper that said by tilting the mirrors in a Mach-Zehnder 

Interferometer by a small amount, and thereby producing a lateral shift between the 
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signal and reference beams, fringes would only be observed in the overlap region.  In 

the Shearing Interferometer (SI) two copies of the wavefront in the pupil plane are 

created and one is sheared with respect to the other before placing the interferogram 

they create onto a 2D detector (see Figure 1.6).  By operating in the pupil plane the SI is 

less sensitive to atmospheric noise than traditional speckle interferometers [57].  There 

are many different configurations of the SI, which apply the shear a variety of ways the 

most common being Lateral (LSI), and Rotational (RSI) [64, 65].  In LSI, when the 

shear distance is small, the interference will depend on the phase difference between 

points on the wavefront separated by the shear distance.  This phase difference, when 

normalized with the shear distance, provides a measure of the slope of the wavefront (at 

that point) in the direction of the shear [8].  The wavefront is reconstructed from a pair 

of interferograms, created by performing the shearing in two orthogonal directions.  In 

this sense it shares something in common with scanning knife edge techniques which 

will be covered later in section 1.4.7.  In RSI, the orthogonal component of the radial 

shear can be measured by rotating one of the beams by 180º [10].  Another variation on 

the SI is the radial shearing interferometer where copies of the wavefront with different 

magnifications are combined co-axially to produce an interference pattern over the area 

of the smaller diameter beam.  Radial shear techniques are particularly useful when the 

wavefront contains only radial aberrations, for example defocus and spherical aberration 

[8]. 

 

WSI, like S-H wavefront sensors, offer fast computation of the wavefront slopes.  There 

are many variations of the shearing interferometer which have been designed to give 

white-light capability [66], better operation with extended sources [67], increased 

optical efficiency [58] and phase closure operation [57].  The WSI remains a versatile 

wavefront sensing device with applications ranging from Astronomy to Ophthalmology. 

 

1.4.5 The Smartt-Point Diffraction Interferometer  

 

The Smartt or Point Diffraction Interferometer (PDI) was popularised by Smartt in 1972 

[68], but was first described by Linnik in 1933 [69].  Like WSI, the PDI is a self-

referencing interferometer, largely used in optical shop testing of optical elements and 

lenses [70]. The common-path design of the PDI makes it compact and versatile.  It is 
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well suited to the testing of large objects, and for use in applications where device size 

must be kept small, for example in space-borne instruments.   

 

Figure 1.7 shows how the PDI works in principle.  It is well known that a point object 

will diffract light into a perfectly spherical wave.  A plate (marked P in Figure 1.7) with 

a pinhole at its centre is placed into the converging beam from the optical system.  The 

pinhole should be smaller than the size of the Point Spread Function (PSF) of the optical 

system.  This pinhole will thus create a perfect spherical wave, and also allow a portion 

of the aberrated wavefront to pass through unaltered.  The spherical wave and the 

transmitted part of the wavefront will form an interference pattern on the camera.  It is 

obvious to see that, due to this design, the PDI is optically very inefficient. 

 

 

 

Figure 1.7 Schematic of the PDI.  A pinhole mask P, is placed at the focal plane of lens 

L1, creating a spherical reference wave and allowing a small portion of the aberrated 

wavefront to pass through. 

 

There are a great many variations on the PDI sensor intended to improve its 

performance in terms of optical efficiency, speed, or convenience of use.  An important 

category of these variations are phase-shifting PDI’s.  Phase shifting interferometry is 

the most efficient way of determining the size and direction of wavefront aberration, but 

the common path design of the PDI makes this a difficult operation to incorporate [71].  

It is however possible, Underwood et al [72] forced the object and reference beams to 
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have different polarizations and created a phase shift using an electro-optic modulator, 

although this was photometrically very inefficient.  Kwon [73] described a system with 

a specially designed diffraction grating to produce 3 interferograms simultaneously, 

which greatly increased the speed of this method, but also required 3 detectors making it 

expensive and relatively large.  Mercer and Creath [71] demonstrated an interesting 

phase shifting PDI which uses a liquid crystal layer to introduce the phase shift, with a 

micro-sphere embedded in its centre to create the spherical reference beam.  This device 

has the advantage of being fully common path and having easily altered variable phase 

stepping.  Love et al [74] have also proposed a liquid crystal phase stepping PDI device 

as a candidate for an Extreme AO (XAO) system, for the imaging of exo-planets and 

correction of astronomical images from Extremely Large Telescopes (ELTs).  Their 

sensor can be used to give two phase shifted outputs simultaneously, or to drive a 

phase-only wavefront corrector.  It has the added feature of being capable of giving a 

null output that can be used to calibrate for scintillation effects. 

 

The advantages of using PDI as a wavefront sensor are that its common-path design 

makes it robust, lightweight and compact and more stable to vibrations and air 

turbulence.  However, the disadvantages are that it is generally photometrically 

inefficient. Also the addition of phase shifting capabilities adds extra optical elements 

and therefore extra cost, size and weight thus negating some of the benefits of using a 

common-path device.  While this has not been a greatly popular wavefront sensing 

technique in the past, in comparison to S-H, PD and Wavefront Shearing sensors, the 

PDI is still a useful device.  The work of Love et al shows that it is a viable wavefront 

sensing option for cutting edge applications like XAO [74]. 

 

There are some examples of another variation on common-path interferometry that offer 

attractive wavefront sensing opportunities.  In 2004 Wolfling et al demonstrated a 

generalized wavefront analysis system similar in design to the PDI [75].  In this device 

the pinhole plate is instead replaced by a phase filter containing a ‘wavefront 

manipulation function’ which acts over a very small area of the input beam.  An 

iterative algorithm is then employed, which uses minimal approximations, to 

reconstruct the wavefront. They have shown this to be both fast and accurate and it is 

intended for use in 3D mapping for metrology applications.  
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1.4.6 Schlieren Imaging 

 

Schlieren imaging, like the S-H, is a technique which involves the division of the input 

wavefront to gather information about the distortions present in the beam.  This 

technique is a visual process that is used mainly in aeronautical engineering, and for the 

imaging of turbulent fluid flow.  This method is mentioned here, as it provides a good 

introduction for the knife-edge based wavefront sensors which follow. 

 

There are two main ways in which to implement Schlieren imaging; to study fluid flow 

or to observe distorted wavefronts.  In both cases the image that is formed will be 

scintillated where the subject has gradients or boundaries, or in the case of fluid flow 

where there are changes in the density of the medium.  Figure 1.8 shows schematically 

how a Schlieren imaging system works.  A distorted wavefront is imaged by a pupil 

lens and a knife edge is inserted to apodise the focal spot, thus removing certain spatial 

frequencies from the image.  When the truncated image is refocussed onto a CCD 

camera an image is formed which is bright where the spatial frequencies from the input 

wavefront were transmitted and dark in regions corresponding to the frequencies 

blocked by the knife-edge. This variation of the intensity pattern on the camera is 

essentially a scintillation pattern [76].  Rainbow Schlieren uses a coloured bull’s-eye 

filter instead of the knife edge which allows the strength of the refraction to be 

quantified [77]. 

 

 

 

Figure 1.8 Schematic demonstrating the basic principle of Schlieren imaging. 
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In fluid flow applications a collimated beam is used to illuminate the target object (or 

area).  Where the fluid flow is uniform the intensity pattern will be steady, where there 

is turbulence a scintillation pattern will be seen.  Figure 1.9 shows a particularly 

demonstrative example of this [78].   In this example the object is a wine goblet, in one 

case filled with hot water (A) and in the other, ice water (B).  The Schlieren images in 

figure 1.8 clearly show the air turbulence around the goblet. 

 

 

 

Figure 1.9 A Schlieren photography used courtesy of Prof. Andrew Davidhazy [78] 

which shows the Schlieren technique being used to study convection. The goblet 

contains A) hot water and B) cold water. 

 

The principle advantage of Schlieren imaging is that it is a very low cost system to 

implement, and has high sensitivity.  The main disadvantages of the technique are that 

the field size under study is limited by the sizes of the optical elements, and that it is 

only a qualitative visualisation process. 

 

1.4.7 Scanning Knife-Edge 

 

The Scanning Knife Edge (SKE) technique is based on the Foucault knife-edge test [79] 

and is similar in principle to the Schlieren imaging method. In SKE, 2D wavefronts are 

reconstructed from intensity images which are obtained by scanning 2 knife edges in 

turn, oriented in orthogonal directions, across the focal plane.  As in Schlieren imaging, 

where the input wave is aberrated, the knife edge will block light entering the pupil 

plane where the local slope is greater than the value determined by the position of the 
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knife edge. Combining the data from the scans of the two knife edges allows the 

wavefront in the pupil plane to be reconstructed from the local slope measurements [8]. 

 

Disadvantages of this technique are that diffraction at the knife edge causes blurring in 

the images making it difficult to distinguish exactly where boundaries lie, and also that 

the scanning process takes a significant length of time to complete [8].  The latter is by 

far the most limiting drawback, as it means this method is unsuitable for situations in 

which the aberrations are dynamic and rapidly changing, for example in ophthalmic 

applications. 

 

1.4.8 Pyramid or Scanning Prism Knife Edge 

 

The Pyramid Wavefront Sensor (PWS) was proposed by Ragazzoni in 1996 [80] as a 

new sensor for astronomical applications intended to become a rival of the Shack-

Hartmann and Curvature sensors usually used in this field.  The principle behind the 

operation of the Pyramid sensor is similar to the SKE, and also to the sensor described 

by Horowitz [81] and the concepts illustrated by Sprague and Thompson [82].  Sprague 

and Thompson demonstrated an early coherent imaging system design which produced 

an image whose irradiance was directly proportional to the wavefront phase for large 

phase variations.   This was an interesting technique, but involved a time consuming 

photographic step to create a filter and was therefore not suitable for real-time 

applications.  Horowitz further developed this idea, and instead employed a specially 

designed filter (in place of the photographic filter) to create an output intensity image 

which is linear with the derivative (i.e. slope) of the phase function.  In the pyramid 

sensor proposed by Ragazzoni a pyramid is used to fulfil the same role as the filters 

described by Horowitz, Sprague and Thompson, and this new wavefront sensor also 

shares characteristics with the modulation contrast microscope [83].  It is an interesting 

and relatively new type of wavefront sensor which is increasingly popular amongst 

researchers, but still not as widely used as the S-H or Curvature sensors. 

 

Figure 1.10 shows the basic configuration of the PWS.  A prism, or pyramid, is placed 

in the focal plane of the lens L1 (which may be the exit pupil of a telescope for example) 
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so that the incoming light is focussed onto the vertex of the pyramid.  The four faces of 

the pyramid will deflect the portion of the beam incident on them in slightly different 

directions. The lens relay, simplified and called L2 in Figure 1.10, is used to conjugate 

the optical system exit pupil with the focal plane of L2 where the CCD camera is 

situated.  At the CCD 4 images, one from each face, are seen. The sensor is based on the 

same quad-cell arrangement as the S-H sensor (Figure 1.2). If the system is un-aberrated 

and the effects of diffraction are ignored, then the 4 pupil images should be identical 

[84].  It was mentioned above that the pyramid sensor is similar to the SKE technique, 

the reason being that by taking the sum of images a b+ , one exactly obtains the image 

that would be obtained by a knife edge test.  The data required from the orthogonal 

direction is found by adding c d+ .  In this way the PWS overcomes the main 

disadvantage of the SKE, as the data is obtained simultaneously and not by scanning the 

knife edges and it also has better optical efficiency. 

 

 

Figure 1.10 The Pyramid Wavefront sensor. 

 

Problems occur if the wavefront slope is so large that all of the incoming light is 

incident on only one facet of the pyramid.  In this situation the signal received is 

independent of the gradient modulus and the detector quad cell assigned to that facet 

will be saturated [84].  To avoid this problem Ragazzoni proposed that the pyramid (or 

the input field) should be oscillated [80, 84]. 
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The advantages of the PWS are that the sampling and the gain of the instrument are 

easily adjustable.  The sampling, which is the size of the pupil on the detector, can be 

dynamically adjusted using a zoom lens arrangement for the relay L2 (see figure 1.10), 

and the gain can be altered by changing the vibration amplitude of the prism [80].  This 

means that with this sensor it would be possible to perform wavefront sensing on 

sources of varying brightness and different degrees of aberration [8].  This is important 

in ophthalmic applications where the eye aberrations of different patients can vary by 

large amounts. This sensor has been shown to work very well (to estimate the 

aberrations of the eye) with the human eye as an extended source [84].  This sensor has 

also been developed for astronomical applications such as the phasing of large telescope 

mirrors [85] and for Multi-Conjugate AO, where multiple pyramids are used to 

characterise more than one turbulent atmospheric layer at a time [86].   

 

1.4.9 The Modal Wavefront Sensor 

 

The modal sensor proposed by Neil et al [21] in 2000 is the final wavefront sensor 

which will be considered in this summary.  As a modal sensor it does not measure the 

slope or curvature of the wavefront, but instead directly measures the size of any chosen 

Zernike mode present in the wavefront [21].  This is a very interesting wavefront 

sensor, with similarities to the diffraction grating based phase diversity sensor which 

will be introduced in Chapter 2. 

 

In this modal sensor a diffraction grating is used to produce pairs of spots for each 

orthogonal mode to be measured.  In each spot pair, one image is formed by adding a 

positive bias and the other by adding a negative bias to the input beam.   The pairs of 

beams are focussed down, and passed through an aperture mask, onto the detector.  

When the input wavefront is plane there are no offsets in the beams and all beams pass 

through the aperture mask so that the optical power in each of the spots will be the 

same.  When aberrations are present in the beam the intensity in the spot pairs will vary 

according to which modes are present, as the beam offsets will affect how much light is 

passed through the aperture mask. 
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The modal sensor is of particular use in applications such as confocal microscopy, 

where the number of aberration modes is relatively few (compared to atmospheric 

turbulence for example).  In this case the modal sensor saves time and effort by not 

performing a full wavefront reconstruction and instead can be limited to study only the 

aberrations of greatest interest. 

 

1.4.10 Image Sharpening and Indirect Methods 

 

Indirect wavefront sensing techniques, instead of calculating the wavefront aberration 

and then applying a correction, seek to apply correction until some chosen error metric 

has been minimised.  This error metric can be any real-time varying quantity that is 

affected by wavefront aberration. The most common choice is intensity at focus, but 

image sharpness and scattered field statistical moments are also used [10, 87-91].   

 

Image Sharpening (IS), is an algorithm as opposed to an actual sensor.  Historically this 

technique originates from the first astronomy applications of taking atmospherically 

degraded images and turning them into sharp images.  In its most basic configuration IS 

works by moving a single phase adjuster at a time and observing the integrated intensity 

squared in the image plane.  Using Parseval's Theorem it is easy to show that this metric 

(also known as the image sharpness) is maximised when the wavefront is flat. When the 

maximum is found the phase adjuster is left at this position, another actuator is chosen, 

and the image is studied in the same way.  This can be a time consuming process and 

uses very little of the image information available. This technique is also only effective 

on bright point-like objects close to the optic axis, which is why it's used by 

astronomers for bright stars, but is of limited use elsewhere. 

 

This technique is similar to the multi-dither approach [18], which instead of referring to 

the intensity at a single point considers the wavefront as a whole.  The corrective 

element is moved and the change to the image sharpness is assessed.  If the image 

sharpness has increased then the change is accepted and the corrective element is moved 

a little further in the same direction.  If however the change is detrimental then the 

corrective element is moved back and in the opposite direction.  This process is repeated 
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until the wavefront has been flattened.  The advantage of this technique is that all of the 

available light is used, but the disadvantage is that it can be time consuming to arrive at 

the optimal solution for the corrective element position. 

 

Other indirect methods can include stochastic techniques, which are statistical methods 

for the effective minimisation of the chosen error metric.  These techniques are often 

formulated to be ‘model-free’ which means that they are independent of the complexity 

of the optical system used and do not require any a priori information about the 

function under test [90].   

 

Since direct measurement of the wavefront phase can be computationally very 

expensive, in indirect methods the burden is shifted to the accurate measurement of the 

chosen quality metric.  In applications like astronomy, where one simply seeks to 

remove the aberrations on the input field, these methods can give faster results than 

performing a full wavefront reconstruction.  In metrology however, where the shape of 

the wavefront may represent the shape of some test surface, reconstruction is necessary 

and these methods are of limited use. 

 

1.4.11 Summary of Wavefront Sensing Technologies 

 

Wavefront Sensing is a vast and complex topic which cannot be covered within the 

scope of this thesis.  Therefore the technologies reviewed in this chapter are limited to a 

selection of historically and currently important wavefront sensor types.  The subject of 

this thesis is the development of a new wavefront sensor; the Generalised Phase 

Diversity (GPD) sensor. The sensors included in this brief review were chosen to 

highlight the main competitors to GPD, to describe sensors which share similarities with 

GPD, and to show where the GPD sensor will offer advantages over currently available 

technologies. 

 

Figure 1.11 summarises the techniques which have been discussed in this chapter and 

shows how the technologies are interrelated.  Arrows are used to link specific wavefront 
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sensors, whereas lines are used to group the sensors into categories which share 

common properties. 

 

 

 

Figure 1.11 Pictorial summary of the wavefront sensing techniques described in this 

chapter.  Arrows illustrate links between specific sensors, lines group the sensors into 

categories with common properties. 
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Chapter 2 

Phase Diversity Wavefront Sensing  

 
 

Summary of Chapter 2 

 
In Chapter 1 a basic history and review of wavefront sensors was given.  This chapter 

begins with an in-depth study of one of the techniques mentioned; the diffraction 

grating-based defocus-only phase diversity (DPD) wavefront sensor.  The principles 

behind the operation of the DPD sensor are the basis of the Generalised Phase Diversity 

(GPD) wavefront sensor, the development of which forms the core work of this thesis.  

Results obtained using the DPD sensor with both a Green’s function and Modal 

algorithm to reduce the data will be presented to demonstrate the general properties and 

accuracy of this wavefront sensing method.  Finally, the limitations of this wavefront 

sensor will be discussed to reveal the motivation behind the development of the GPD 

wavefront sensor. 

 

2.1 Introduction 

 

In Chapter 1 the principle of Phase Diversity (PD) wavefront sensing was introduced as 

a phase retrieval algorithm which uses a pair of intensity images recorded with a known 

and deliberately added phase term.  The addition of this phase term, known as the 

diversity phase, with careful data reduction allows a unique solution for the wavefront 

phase to be calculated.  Traditionally defocus is used as the diversity phase; the phase 

diverse data may be one in-focus and one defocused intensity image, or a pair of 

intensity images captured about the image or pupil plane of the optical system.  As 

discussed in Chapter 1, this is relatively simple to achieve using translation of the image 

plane [1], vibrating mirrors [2], beamsplitters or folded paths.  In his original paper on 

phase diversity wavefront sensing Gonsalves suggested that defocus may not be the best  

diversity phase to use in all cases [3].  The investigation of the possible use of other 

diversity functions and the benefits this may entail motivated the development of the 
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Generalised Phase Diversity (GPD) wavefront sensor which will be discussed in 

following chapters. 

 

In this chapter the concept of Defocus PD (DPD) will be studied in more depth.  This 

will include a description of a diffraction-grating based method for application of the 

defocus diversity (referred to as the DPD sensor) and the issue of data reduction to 

retrieve the phase of the input wavefront.  The limitations inherent in the data reduction 

process will be described to provide motivation for the development of this method for 

use with other diversity phases.  Results will be presented that will be serve as a 

comparison to assess the performance of the Generalised Phase Diversity (GPD) 

wavefront sensor. 

 

2.2 The Defocus Only Phase Diversity Wavefront Sensor 

 

In Chapter 1 Roddier’s Curvature Sensor (CS) was introduced as a means of measuring 

the curvature of a wavefront by obtaining a pair of intensity images placed 

symmetrically about the focal plane of an optical system (see Figure 1.4 for details).  CS 

may be considered a special class of PD wavefront sensor in which equal and opposite 

amounts of defocus are applied to an image of the object.  Where CS and PD differ is 

when the diversity phase used is not defocus, when the phase-diverse images do not 

contain equal and opposite amounts of defocus, or are not obtained symmetrically about 

the focus or pupil plane of the system.  

 

When the intensity images do contain equal and opposite amounts of defocus then these 

images can be though of as opposite ends of a cylinder or volume at the centre of which 

is the focal or pupil plane.  This provides a convenient physical picture which may be 

used to understand how the shape of the wavefront is linked the distribution of intensity 

in the phase diverse images. Figure 2.1A demonstrates how the intensity in the 2 

recording planes can be related to the local curvature of the wavefront. Portions of the 

wavefront which are locally concave will converge as they propagate to form a smaller, 

brighter, patch at the corresponding position on Plane 2 than is seen on Plane 1.  The 

opposite is true of portions of the wavefront which are convex.  The difference of the 

30 



Chapter 2: Phase Diversity Wavefront Sensing 
 
two intensity images, divided by their axial separation, provides an approximation to the 

axial intensity gradient between the image planes.  This approximation will hold if the 

wavefront curvature is not too strong.  If a focal point occurs within the volume an 

ambiguity arises as it is impossible to know whether light which is diverging at Plane 2 

is coming from a focus, or from a convex portion of the wavefront (demonstrated in 

Figure 2.1B).  The maximum allowable distance between the planes will therefore 

depend on the strength of the wavefront curvature.  A highly aberrated wavefront will 

have greater curvature, therefore concave portions of it will focus strongly and the 

distance between the sampling planes must be kept small to avoid ambiguity.  If the 

plane separation is kept small to accommodate severe curvature then smaller aberrations 

will generate only small signals.  This therefore provides a limitation on the dynamic 

range of the system.   

 

 

 

Figure 2.1   A) Schematic showing the relationship between intensity images (formed 

on planes P1 and P2) and wavefront curvature (in the focal, F, or pupil plane). B)  Shows 

the ambiguity caused by a focus between the two planes (the same output could be 

generated for the two different situations pictured in (B)). 
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Figure 2.1 summarises the physical description of the CS/DPD principle, the next task is 

to process the intensity images to retrieve the phase of the wavefront in the centre plane.  

The relationship between the intensity and the curvature must now be defined 

mathematically for the data to be inverted. 

 

2.2.1 The Intensity Transport Equation  

 

The Intensity (or Irradiance) Transport Equation (ITE) is a second-order differential 

equation linking the axial intensity derivative with the slope and curvature of the 

wavefront which produces the change in intensity as the wavefront propagates [4, 5].  

The ITE is given in Equation (2.1): 

 

2( ) ( ) ( ) ( ) ( )
Curvature Slope

z z z z zk I I I
z

φ∂
− = ∇ + ∇ ⋅∇

∂
r r r r φ r  ,                            (2.1) 

 

where is the intensity and ( )zI r ( )zφ r is the phase of , a complex amplitude 

distribution propagating along the z-axis ( ).  The 

wave number is given by 2 /

( )zu r

( )1/ 2 ( )( ) ( )  , ( , )zi
z zu I e xφ= ⋅ =rr r r y

k π λ  and the Laplacian ∇  represents ( ) ( )x y∇ = ∂ ∂ + ∂ ∂ , 

therefore ( ) ( )2 2 2 2 2x y∇ = ∂ ∂ + ∂ ∂ . 

 

Equation (2.1) shows that the ITE contains terms dependent on the first (∇ ) and second 

( ) derivative of the phase.  Therefore, a measurement of the axial intensity, , 

and its derivative, 

2∇ ( )zI r

( ) (zz I∂ ∂ r)  , should allow the slope and curvature of the wavefront 

to be calculated using Equation (2.1).  In practice the solution of (2.1) is a 

complex task requiring approximations to separate the terms on the r.h.s. 

( )zu r

 

If the assumption is made that the intensity profile is uniform (i.e. unscintillated) then 

(2.1) can be simplified to measure only the wavefront curvature [6].   
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The slope term vanishes (since ( ) 0zI∇ =r  ) and Equation (2.1) becomes: 

 

 2( ) ( )
( ) z

z

k I
I z

φ− ∂⎛ ⎞ = ∇⎜ ⎟∂⎝ ⎠
r

r z r  .                                         (2.2) 

 

The intensity images described in Section 2.2 (and shown in Figure 2.1), captured 

symmetrically about the focal or pupil plane, can be used to provide an approximation 

of the axial intensity derivative in the following way: 

 

 1 2

1 2

( )z
I II

z z z
−∂

≈
∂ −

r  ,                                                  (2.3) 

 

where 1I  is the intensity image recorded in the first plane, at axial position , and 

similarly 

1z

2I  is the second intensity image recorded at . 2z

 

The description and analysis thus far is applicable to both CS and DPD sensors 

regardless of their optical configuration.  It is only when the method of obtaining the 

intensity images is considered that the sensors’ operation may be different.   

 

2.3 The Quadratically Distorted Diffraction Grating 

 

The Fresnel Zone Plate (FZP), shown in Figure 2.2 (a), is a well known optical device 

which can be used to focus light using diffraction rather than refraction in the case of 

the classic lens [7].  Unlike a lens the zone plate creates not just one, but multiple copies 

of the focussed image distributed along the axis of the plate. The FZP consists of a set 

of radially symmetric rings, or Fresnel zones as they are also known, that (in an 

amplitude zone plate) alternate between opaque and transparent.  Light is diffracted 

around the opaque zones and then interferes, coming to a focus where constructive 

interference occurs.  The Off-Axis FZP (OAFZP), shown in Figure 2.2 (b), is an 

interesting extension of this basic Diffractive Optic Element (DOE) which can be used 
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to image multiple object planes onto a single image plane.  In this way it can be used to 

obtain the pair of defocused images required for DPD wavefront sensing.  The basic 

principle of the OAFZP will be covered in this section to show how this multi-plane 

imaging is achieved and how it can be used to create a useful PD wavefront sensor. 

 

 

 

Figure 2.2 (a) An example of a standard FZP (b) an OAFZP. 

 

The curved grating rulings of the OAFZP (see Figure 2.2(b)) apply a phase term to the 

input wavefront by a process known as detour phase [8].   The added phase shift is 

different for each diffraction order and can be calculated using the following equation 

[9]: 

 

 2 ( ,( , ) x
m

m x yx y
d

)πφ ∆
=   ,                                                 (2.4) 

  

where ( , )m x yφ is the phase shift applied to diffraction order in a grating of period . 

The term 

m d

( , )x x y∆ is the displacement of the grating rulings with respect to a straight 

line (i.e. the form of an undistorted, straight-line, grating).  This is illustrated in Figure 

2.3. 
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Figure 2.3 Schematic of a set of distorted grating rulings, shifted from the undistorted 

straight-line grating position by an amount given by ( , )x x y∆ . 

 

For CS and DPD wavefront sensing the grating should be designed to introduce a 

defocus phase term into the diffraction order images.  To achieve this ( , )x x y∆  should 

be quadratic in form, as described by Blanchard et al [8-11]: 

 

 ( 2 220
2( , )x

W d )x y x y
Rλ

∆ = +  ,                                            (2.5) 

 

where  is the coefficient of the defocus term (20W 0
2Z ) equivalent to the extra path length 

introduced at the edge of the aperture by the grating, R is the radius of the grating 

aperture and and x y are Cartesian co-ordinates with origins on the optic axis.  The 

combination of Equations (2.4) and (2.5) produces an equation for the diversity phase 

added in each diffraction order of the Quadratically Distorted (QD) diffraction grating: 

 

 ( 2 220
2

2( , )m
W )x y m x y
R

πφ
λ

⎡ ⎤= ⋅ +⎢ ⎥⎣ ⎦
 .                                       (2.6) 

  

Blanchard et al [8-11] have shown that diffraction gratings designed according to 

Equation (2.6) can be used to image multiple object planes onto a single image plane.  

This is due to the focussing property created by adding a defocus phase term to the non-

zero diffraction orders.  The effective focal length, mf , that they calculated for each 

diffraction order is given by (2.7): 
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2

202m
Rf

mW
=  .                                                           (2.7) 

 

To ensure that each diffraction order has a focal length > 0 the grating must be 

combined with a lens.  This is also more efficient as the lens can perform most of the 

focussing required so the grating does not require huge levels of distortion to create a 

high focussing power.   

 

Blanchard et al gave the combined power of the QD grating and focussing lens in each 

non-zero diffraction order as: 

 

 
2

2
202

L
m

L

f Rf
R f mW
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 ,                                                  (2.8) 

 

where Lf  is the focal power of the lens.  Equation (2.7) shows that the ±1 diffraction 

orders will have equal and opposite focal power.  Figure 2.4 [9] shows how the grating-

lens combination may be used to either create multiple images of a single object plane 

(2.4(a)) or to image multiple object planes onto a single image plane (2.4(b)).  It is the 

latter configuration which is of most use in PD wavefront sensing, and it is this set-up 

which will be referred to from now on as the DPD wavefront sensor.  In both 

configurations the separation of the multiple image/object planes can be calculated from 

the following equation: 

 

 
2

20
2

20

2
2m

mz Wz
R mzW

δ = −
+

 ,                                               (2.9) 

 

where mzδ  is referred to as the ‘defocus distance’, and is the distance from the central 

image/object plane to the primary/secondary principle plane of the optical system [9]. 

z
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The DPD wavefront sensor, shown in Figure 2.4(b), can be used to provide the 

necessary data to solve the ITE and retrieve the phase of the wavefront under test.  In 

Section 2.3.2 some examples of typical data are shown and their properties discussed.  

Before continuing to look at the data and methods for the solution of the ITE there are a 

few final points to be discussed concerning the QD grating and DPD sensor. 

 

 

 

Figure 2.4 The QD grating and lens combination is used to (a) image a single object 

plane onto multiple image planes or (b) image multiple object planes into a single image 

plane [9]. 

 

Firstly, although all of the figures in this section have suggested that the QD grating is a 

binary amplitude grating it is possible to manufacture phase gratings using the same 

principles.  The mathematical description of the grating properties and operation in this 

section are unchanged when using a phase grating.  The main advantage of a phase 

grating is that all the available light is used making it far more photometrically efficient. 
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Secondly, although Figure 2.4 shows the QD grating and lens combination as being 

coincident this does not have to be the case. The combined focal length of the grating 

and lens is dependent on their separation as are the positions of the image and the 1st 

Principle Plane (PP).  The combination focal length is easily derived by considering the 

grating as another lens (with focal length of each non-zero order given by mf  see 

Equation (2.7)), and is shown in Equation (2.10): 

 

 L G
C

L G

f ff
f f s

⋅
=

+ −
 ,                                                    (2.10) 

 

where Cf  is the combined focal length of the lens (focal length Lf ) and grating (focal 

length G mf f= ), their separation is given by .  The positions of the 1s st and 2nd PP for 

the ±1 diffraction orders can be tuned by manipulating the separation  [12]. Their 

separation is equal when the grating and lens are coincident (as in Figure 2.4) or 

separated by 

s

Lf .  When this is the case the system is telecentric [13] meaning that the 

magnification in the ±1 diffraction orders is equal.   

 

Finally, the common path design of this wavefront sensor coupled with its simplicity 

make this a very robust, compact wavefront sensor which does not suffer from the same 

alignment issues as the Shack-Hartmann for example (see Chapter 1).  It requires fewer 

detector pixels than the Shack-Hartmann and the error signal is formed simply by taking 

the difference of the intensity images in the ±1 diffraction orders.   

 

2.3.2 Examples of Data 

 

The phase diverse data is formed by the pair of intensity images in the ±1 diffraction 

orders.  Some examples of the data which can be seen in the image plane are given in 

Figure 2.5(a)-(e).  The size, shape, and distribution of the intensity seen in these images 

is directly affected by the aberrations present in the wavefront.  This is similar to the 

sub-images in the Shack-Hartmann wavefront sensor whose size and shape is related to 

the local wavefront aberration across the lenslet which formed them.  However, Shack-
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Hartmann spots are typically a small number of pixels in diameter which makes this 

effect difficult to observe. 

 

If the input wavefront to the DPD sensor is plane (i.e. has constant phase and therefore 

no curvature) then the images in the ±1 diffraction orders will be identical in size and 

intensity, provided the grating has not been blazed or has a variable substrate.  

Therefore, for a plane wave input, the difference between the two images will be zero.  

Based on this fact the DPD could be operated as a simple null sensor; that is a 

wavefront sensor which only provides a signal when the input wavefront is aberrated.  

By simply looking at the difference between the intensity images, using a multi-dither 

approach [14], a corrective element could be driven to reduce the difference between the 

images until the wavefront is flat. 

 

 

 

Figure 2.5  Examples of the data produced by the QD grating and lens which show the 

characteristic features of the following common aberrations (a) Defocus (b) 

Astigmatism (c) Coma (d) Trefoil (e) Spherical Aberration [11]. 
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Note that for phase diverse images captured about the focal plane (as in Figure 1.4) one 

image is effectively formed before focus and is therefore a virtual image which must be 

rotated by 180º before the difference of the two intensity images is taken.  Figure 2.5 

gives examples of the DPD sensor’s output when the input wavefront is aberrated.  As 

these figures show the aberrations present in the wavefront produce easily recognisable 

features within the data that allow the user to see, with the naked eye, which aberrations 

are causing the greatest problems.   

 

As Equation (2.7) showed, the QD diffraction grating has positive focussing power in 

the +1 diffraction order and an equal negative focussing power in the -1 order.  

Therefore if a spherical wavefront is incident on the grating then the focussing power of 

the wavefront and the grating will add in one diffraction order and partially cancel in the 

other.  The visual result of this is that, in the ±1 orders, one image will be smaller and 

(due to energy conservation) brighter than the other.  This is shown in Figure 2.5(a), and 

demonstrates how easily a defocus term in the input wavefront can be seen simply from 

a difference in size of the two intensity image spots.  Similarly astigmatism (2.5(b)) and 

trefoil (2.5(d)) distort the overall shape of the intensity images in a distinctive manner.  

Coma (2.5(c)) and spherical aberration (2.5(e)) affect the distribution of intensity in the 

pair of images.  When coma is present in the input wavefront the intensity spots contain 

a bright crescent shaped edge (see 2.5(c)).  This can cause problems when attempting to 

locate the centre of the spot using a centre of mass calculation since the increased 

intensity at the edge will weight the centre calculation towards that edge.  Spherical 

aberration in the input wavefront is identified by a bright spot in the centre of one 

diffraction order image and a bright ring around the edge of the other (see 2.5(e)).  This 

is a useful fact for the experimentalist as it provides a simple visual method to 

determine whether any of the achromat lenses in the optical set-up are the wrong way 

round.  Achromats, which typically have one plane and one convex face, should be 

oriented with the plane face towards the closest conjugate (e.g. the closest diverging 

source). If the lens is placed the wrong way round this induces extra spherical aberration 

in the wavefront. 
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2.4 Data Reduction 

 

It has been shown that a QD diffraction grating can be used to provide a pair of intensity 

images in the ±1 diffraction orders which contain an equal and opposite defocus phase 

diversity term.  In Section 2.2.1 it was discussed that the difference of these intensity 

images could be used to form an approximation of the axial intensity derivative which 

in turn can be used in the ITE to solve for the curvature of the input wavefront.  The 

ITE, shown in Equation (2.2), is a second order differential equation and as such there 

are many ways in which to solve it for the unknown phase ( )zφ r [5, 6, 15-18].  In this 

section two different methods for the solution of the ITE will be discussed briefly and 

their relative merits outlined.   

 

2.4.1 The Green’s Function Solution 

 

The Green’s function solution was originally proposed by Teague [17].  Different 

choices of boundary conditions have resulted in there being different Green’s function 

solutions to the ITE [6, 17], the algorithm used within the course of this project was the 

version proposed by Woods and Greenaway [6] which uses Neumann boundary 

conditions.  The use of Neumann boundary conditions was studied by Roddier [19] and 

has the advantage that the slope of the phase at the boundary can be measured by 

intensity measurements at this boundary [5, 19].  

 

In their paper Woods and Greenaway [6] proved that the wavefront phase, ( )φ r  can be 

calculated to within an arbitrary additive constant using the following equation: 

 

 2( ) ( ) ( , ) dS Gφ ′ ′= ′∫r r r r r  ,                                            (2.11) 

 

where ( , )G ′r r  is the Green’s function.  ( )S ′r , given in Equation (2.12), is found by 

experimental measurements: 
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0

( ) ( )z
kS
I z

⎡ ⎤ ∂ I′ ′= − ⋅⎢ ⎥ ∂⎣ ⎦
r r  ,                                        (2.12) 

 

where is the wavenumber (k 2π λ ), 0I  is the constant value of the intensity within the 

uniformly illuminated aperture under consideration and ( ) ( )zz I ′∂ ∂ r is the axial 

intensity derivative approximated by the difference of the intensity images in the ±1 

diffraction orders.  In this way the Green’s function algorithm is able to retrieve the 

phase of the wavefront and using this it performs a modal decomposition into a chosen 

set of orthonormal basis functions.  Strictly speaking the algorithm uses a 4-D function 

to solve for the phase at each point on a 2D plane.   

 

If the test wavefront is considered to be the linear combination of terms ( ) from an 

orthonormal series (Zernike Polynomials for example), with the size of each term given 

by its coefficient , Woods and Greenaway have shown: 

( )iu r

ia

 

 2( ) ( )di ia uφ= ∫ r r r  .                                                     (2.13) 

 

Substituting Equation (2.11) into (2.13) gives 2( ) ( , )dia S G′ ′ ′ ′= ∫ r r r r  where 

.  Therefore, 2( , ) ( , ) ( ) diG G u′ ′ ′= ∫r r r r r r ( , )G′ ′r r is a matrix which can be computed in 

advance and the phase retrieval and decomposition into Zernike polynomials is 

achieved using a simple matrix multiply with the measured data [6].  This solution 

is therefore a fast and efficient way to retrieve a modal solution for the input wavefront.   

( )S ′r

 

In the course of formulating this solution the assumptions that have been made are that 

the illumination is uniform, and that the wavefront and its slope are continuous.  These 

assumptions and the implications that arise from them will be discussed in more detail 

in Section 2.7.   
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2.4.2 The Gureyev-Nugent Modal Solution 

 

The second algorithm that was used during the course of this project for phase retrieval 

through solution of the ITE was based on the algorithm proposed by Gureyev and 

Nugent (the GN algorithm) [5, 15]. This algorithm and the Green’s function solution 

outlined in Section 2.4.1, although they both solve the ITE, achieve this in quite 

different ways. 

 

The GN algorithm solves the ITE by decomposing the measured data and the solution 

for the wavefront phase into a series of orthogonal polynomials.  The solution provided 

by the GN algorithm is already expressed in the chosen polynomial series and does not 

have to be converted using a separate step as in the Green’s function solution (Equation 

(2.13)).  This means that when using the GN algorithm, the choice of the area over 

which to compute the polynomial set (the unit disc) is critical to the accuracy of the 

solution.  Performing the phase retrieval in a single modal decomposition step means 

there is no way to extract the phase information if the unit disc has been wrongly 

defined.  This will be discussed in more detail later. 

 

To derive the GN algorithm Gureyev and Nugent expressed the ITE in a slightly 

different way: 

 

 ( ) ( ( ) ( ))z zk I I
z

φ∂
= −∇ ⋅ ∇

∂
r r z r  .                                            (2.14) 

 

A 2D disc function, called Ω , is defined as a finite sized illuminated aperture and the 

intensity function ( )zI r  is assumed negligible outwith this area.  Thus Equation (2.14) 

need only be solved over the area of Ω  to retrieve the phase ( )z rφ  [5].  Multiplying 

both sides of (2.14) by ( ,jZ r R )θ , which forms an orthonormal set over Ω  (the unit 

disc), with radius R  and integrating over all of Ω  they derive Equation (2.15): 
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2 2

2 20 0 0 0

1 1d d ( ) d d
R R

j z jFZ r r I Z r r
R R

π π
θ φ= − ∇ ⋅ ∇∫ ∫ ∫ ∫ θ  ,                    (2.15) 

 

where [ ]( )zF k z I= ∂ ∂  which is the measured data formed by taking the difference of 

the two intensity images in the ±1 diffraction orders.  The Left Hand Side (LHS) of 

Equation (2.15) is the expression for the Zernike coefficient of thj jF  (the measured 

data decomposed into Zernike polynomials). Using this substitution, decomposing the 

phase solution into a series of Zernike terms and integrating by parts they derive: 

 

 
2

2

1 0 0

d d
R

j i i j
i

F R I Z Z r r
π

φ θ
∞

−

=

= ∇ ⋅∇∑ ∫ ∫  .                                 (2.16) 

 

Defining a new matrix, ( ) ( )
2

0 0

( , ) , , d d
R

ij i jM I r Z r R Z r R r r
π

θ θ θ= ∇ ⋅∇∫ ∫ θ

∞

 this becomes: 

 

  .                                      (2.17) 2

1
, 1, 2,3...,j ij i

i
F R M jφ

∞

=

= =∑

 

To implement this algorithm in practice Gureyev and Nugent said that the 

reconstruction should be truncated to modes (instead of ).  They also 

state that since the GN algorithm solution is only unique to within an additive constant 

that the retrieval of the piston term (itself a constant) could have no meaning and 

therefore the solution of Equation (2.17) is calculated for 

N , 1,...,i j =

, 2,3,...,i j N=  [15].  In their 

paper [15] they proved that the matrix ijM  is always invertible so that the final solution 

computed by the GN algorithm is given by Equation (2.18): 

 

  ,                                            (2.18) 1
( ) ( )N F NN Fφ −= M N
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where  is a scaling factor given by FN ( )22FN R zπ λδ= , R is the radius of the unit 

disc (defined by the user), and zδ is the defocus distance defined as the total distance 

between the 2 planes in which the intensity images are recorded.  ( )NF  is the difference 

between the intensity images recorded in the ±1 diffraction orders.  If the input 

illumination is constant the matrix 1
( )N
−M  can be pre-computed so that solution of 

Equation (2.18) becomes a simple matrix multiply (as is the case with the Green’s 

function solution).  However, uniform illumination is not a prerequisite for the GN 

algorithm and it is therefore suitable for use with scintillated wavefronts.  It just requires 

some extra computational effort to calculate 1
( )N
−M . 

 

2.4.3 Comparing the Properties of the Green’s Function and GN Algorithm 

 

The details presented in Sections 2.4.1-2 have shown that both the Green’s function and 

GN algorithm should be capable of providing results for fast modal wavefront sensing.  

Both are solutions of the ITE, and both use the same data (the difference between the 

spots in the ±1 diffraction orders) to compute the solution.  There are however 

advantages and disadvantages of each in comparison with the other. 

 

The Green’s function solution, while requiring a lot of work initially to define the 

Green’s function matrix, is a very fast algorithm to use in practice.  However, 

assumptions made in the formulation of this solution mean that it is designed for use 

with uniform illumination (unscintillated wavefronts) and that the wavefront and its 

slope must be continuous.  These are assumptions that place limitations on the 

applications that this algorithm is suitable for (discussed in Section 2.7).  The GN 

algorithm on the other hand is specifically formulated to be capable of dealing with 

non-uniform illumination [15] and therefore has one advantage over the Green’s 

function solution. 

 

In the GN algorithm the output is intrinsically limited to be a modal decomposition of 

the wavefront, in this case into Zernike polynomials.  As is the case for any algorithm 

that performs this decomposition, the accuracy is heavily reliant on the accurate choice 

45 



Chapter 2: Phase Diversity Wavefront Sensing 
 
of R , the size of the unit disc, which in practice is given by the boundary of the spot 

image in each diffraction order.  Therefore the GN algorithm is particularly prone to 

human error in the judgement of where the boundary of the data is found.  A difference 

of just a few pixels will significantly alter the values of the Zernike coefficients 

retrieved.  Even using a computer automated process for determining the boundary will 

result in some level of error (although this is likely to be less than the human error if the 

process is carefully designed). While the Green’s function algorithm has been designed 

to output the wavefront shape in terms of Zernike coefficients it would be possible to 

alter the algorithm to output just the phasemap of the wavefront thus avoiding the 

difficulty of accurately defining the unit circle.  Therefore this is one advantage that the 

Green’s function has over the GN algorithm.   

 

In conclusion it would seem that both algorithms are good solutions to the ITE, their 

basic properties suggesting that the GN algorithm may be more versatile but the Green’s 

function solution could be more accurate.  Both these algorithms were used during the 

course of this project and results will now be presented in the next section to allow a 

comparison of the accuracy of each algorithm. 

 

2.5 Accuracy 

 

In later chapters the details of the new GPD wavefront sensor will be given (in Chapter 

3) and a new algorithm for phase retrieval with GPD data will be described (in Chapter 

4).  The GPD sensor coupled with the new algorithm will be suitable for use with, but 

not limited to, defocus as the phase diversity function.  The new algorithm will 

therefore be a non-ITE based solution for the DPD wavefront sensor.  As such it will be 

interesting to be able to make comparisons between the two ITE methods described in 

this chapter and the new algorithm.    In this section the accuracy of the retrieved phase 

from the Green’s function and GN algorithm will be studied to allow for useful 

comparison later. 
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2.5.1 Accuracy of the Green’s function solution 

 

The best recorded accuracy for this particular Green’s function solution was presented 

by Djidel and Greenaway [20].  They measured the relative curvature of a spherical 

wavefront using the DPD wavefront sensor to an accuracy of λ/900, using a Helium-

Neon (HeNe) laser source with λ = 632.8nm this is an accuracy of 7Å.  The spherical 

wavefront was created using a single-mode fibre as a point source mounted at a distance 

of between 5-7m from the DPD sensor.  The sensor was initially positioned such that 

the object (the end of the fibre) was sharply focussed in the 0th order, at this ‘focal 

position’ the defocus coefficient will be zero.  Relative curvature measurements were 

made by monitoring the change in the defocus coefficient as the source was translated 

about this focal position.   

 

The quoted accuracy of the curvature measurement is the root mean square (rms) fit of 

the data to a quadratic best-fit, and only the better half of the data set is considered.  

Taking the whole sequence of data into account gave an rms fit of λ/500 to the best-fit 

curve, which is an accuracy of 12.7 Å in the surface measurement [20]. 

 

The Green’s function software is the intellectual property of QinetiQ (formerly DERA) 

and as such access to the algorithm was not available, except for a brief period at the 

outset of this project.   During this time the main purpose of the research was to 

investigate how well the DPD sensor could cope with extended scene imaging since this 

is a fundamental advantage of this method over the Shack-Hartmann for example.  

Experiments were conducted to test the accuracy of the defocus measurement when 

placing diffusers or pinholes in front of an extended source (a multi-mode fibre bundle 

with white light and a red filter).  The intent was to apodise the source or image to 

simulate what would happen if this technique were used to select a region of particular 

interest in an extended scene.  Using the diffusers (pieces of ground glass) placed 

directly against the source created smooth illumination from the fibre bundle which 

would otherwise look like a segmented source.  The content of these findings is not 

relevant to the rest of this thesis and will not be discussed here in any detail.  However, 

there were some experiments conducted which measured the change in the defocus 

coefficient as the single mode fibre point source was translated about the ‘focal 
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position’. In this context the focal position’ is taken to be the object distance at which 

the wavefront sensor will sense a plane wave.  Figure 2.6 is a plot of the results from 

one of these experiments, it shows the change in defocus coefficient as a function of the 

source displacement. 
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Figure 2.6 The experimentally measured defocus coefficients (using the Green’s 

function algorithm) fitted to a quadratic best-fit curve. 

 

The rms error of the fit of the data to the quadratic best-fit was calculated to be λ/167, 

giving an accuracy in the measurement of the surface shape of approximately 3.8nm.  

This result is much less than the highest reported accuracy of this algorithm, there are 3 

main reasons which could help to explain this.  The first is that the experimental setup 

used for the Djidel-Greenaway experiment consisted of only a diverging source, a 

mirror to fold the beam, and the wavefront sensor.  To obtain the results presented in 

Figure 2.6 a pupil lens was used to bring the light to an aerial focus (and magnify the 

beam), the light then diverged from this point and was collected by a collimating lens 

before reaching the wavefront sensor.  This increase in the number of intervening 

optical elements will have added extra error to the measurement.  The second reason is 
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that the total path length of the propagation in the Djidel-Greenaway experiment was 

more than double the propagation distance used in Figure 2.6 (5m compared to 2m).  

The change in the wavefront sag is directly proportional to the reciprocal of the 

propagation distance squared, therefore the greater this distance the smaller a change in 

the sag which can be measured.  Finally, in their experiment Djidel and Greenaway used 

a 150mm focal length lens to image the diffraction orders onto the camera.  This created 

images 90 pixels in diameter, 3x larger than the images used in the experimental results 

in Figure 2.6.  For very small changes in wavefront curvature the change in intensity 

between successive measurements is easier to detect than the change in spot size, which 

may be less than 1 pixel.  Therefore the increased image size used by Djidel and 

Greenaway allows an increase in accuracy due to better sampling and sensitivity to 

intensity changes.   

 

The proprietary nature of the Green’s function software has made it impossible to repeat 

the accuracy experiment of Djidel and Greenaway.  Therefore for comparison purposes 

their published result of 7Å (or λ/900) will be taken as the accuracy of this algorithm. 

 

2.5.2 Accuracy of the GN algorithm 

 

After the version of the GN algorithm which was used in this project had been created 

an experiment was set up to test its accuracy in as similar a set-up to the Green’s 

function accuracy experiment as possible.  A single mode fibre was mounted on a 

computer controlled translation stage to be used as a point source.   A QD grating, with 

a focal length of ≤4m, was mounted together with a 60mm focal length achromat, to 

form the DPD sensor.  A CCD camera was positioned after the grating-lens 

combination so that the point source (seen in the 0th order) was sharply focussed. The 

point source was then translated about this focal position and the intensity images in the 

≤1 diffraction orders were recorded.    

 

These images were then analysed using the GN algorithm and the defocus coefficient 

was measured.  Instead of fitting the measured defocus coefficient (equivalent to the sag 

of the spherical wavefront) to a best fit through the data (as in the Green’s function 
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accuracy experiment [20]), the GN solution data was compared to the theoretical sag 

value as calculated from Equation (2.19): 

 

 
2 2 2

2 3

( ) .......
2 2
r z r zs

z z
∆ ∆

= − + − ,                                       (2.19) 

                                    

where s  is the sag produced by the displaced source,  is the radius of the lens, r z∆  is 

the small axial shift of the source from focus and  is the distance between the object 

and the lens when the source is in focus.  Higher order terms than the ones shown in 

Equation (2.19) have been neglected.  Figure 2.7 is a plot of the calculated sag from 

Equation (2.19) and the measured defocus values (from the GN algorithm).  The focal 

distance (z) was found to be 783.5 mm from the lens, this distance is marked on the 

graph by the black dotted lines.   

z
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Figure 2.7 The experimentally measured defocus coefficients (using the GN algorithm) 

fitted to the theoretical straight line calculated using Equation (2.19). 
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As Figure 2.7 clearly shows, use of the GN algorithm has given phase retrieval results 

which are very close to the theoretical values.  The total rms error between the 

calculated and measured defocus values is 0.005257 waves which corresponds to an 

accuracy of l/190. At the HeNe wavelength used (632.8nm) this is an accuracy in the 

relative curvature measurement of 3.3nm.     

 

To make a better comparison with the accuracy measurements of Djidel and Greenaway 

[20] the quadratic best-fit of this data was calculated and the rms fit of the data to this 

curve was calculated.  Fitting to the best-fit curve, over the whole dataset, results in an 

improvement of the Nugent algorithm accuracy from λ/190 to λ/248 (3.3nm to 2.5nm).  

Fitting to the same curve, using only the better half of the dataset (as Djidel did) gives a 

further improvement to λ/364 (1.7nm).   

 

2.5.3 Comparison of the Green’s function and GN algorithm accuracies to the Shack-

Hartmann wavefront sensor 

 

Diameter Focal Length Array Size Sensitivity Dynamic Range 
252 µm 25 mm 25 x 19 λ / 150 30 λ 
198 µm 15.5 mm 31 x 24 λ / 100 40 λ 
144 µm 8 mm  44 x 33 λ / 50 50 λ 
108 µm 4.6 mm 58 x 44 λ / 30 70 λ 
72 µm 2 mm 88 x 66 λ / 10 120 λ 

 

Table 2.1 A comparison of several “Off-The-Shelf” Shack Hartmann wavefront sensors 

[21]. 

 

In Chapter 1 the Shack-Hartmann was introduced as currently the most popular and 

widely used wavefront sensor.   Table 2.1, taken from the paper by Rammage et al [21],  

gives examples of the accuracy of several  “Off-The-Shelf” Shack Hartmann wavefront 

sensors.  As discussed in Chapter 1, and as this table demonstrates, the accuracy of the 

Shack-Hartmann depends largely on the size of the array (number of sub-apertures).  

Accuracies of λ / 100 to λ / 150 are not uncommon and ImagineOptic have one sensor 

(the HASO HP 26, a 26 x 26 sub-apertures with aperture diameter of 11.7mm) which 
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they claim to have an accuracy of λ / 1000 [22].  These figures give some indication of 

the accuracy of commonly used Shack-Hartmann sensors and puts the measured 

accuracies of the Green’s function and GN algorithms into context.  Even the lowest 

measured accuracy (λ / 167, Green’s function solution) compares very favourably to the 

Shack-Hartmann, which is the PD sensors largest competitor. 

 

2.6 Limitations of the DPD method 

 

The DPD method itself, the use of a QD grating to apply defocus phase diversity to a 

test wavefront, is fundamentally a very versatile wavefront sensing technique.  Its 

common path design makes it a very compact device, and using the diffraction grating 

to create the data removes the alignment complications of other techniques (in particular 

the Shack-Hartmann).  The dynamic range of this device depends largely on the 

effective propagation distance between the two defocused sample planes and the 

strength of the wavefront aberration (as discussed in Section 2.2, see Figure 2.1).  

 

The main limitations of the DPD sensor, as used previously, arise from the data 

reduction method.  As discussed in Section 2.4.1 the Green’s function solution relies on 

the limiting assumptions that the illumination must be uniform, and that both the 

wavefront and its slope must be continuous.  This means that the reconstruction will be 

poor when dealing with scintillated and/or discontinuous wavefronts.  The implications 

of this will be discussed further in the next section.    The DPD sensor itself would be 

able to deal with scintillated wavefronts if used with a different data reduction 

algorithm, although the dynamic range would be reduced.  If the propagation distance 

between the two planes (images in the ±1 orders) is small then a scintillated, plane, 

wavefront can still give a null output. Over short distances the dark-patches/minima in 

the data from the scintillation will be in roughly the same place in the two planes, 

therefore the difference will still be zero.   

 

The GN algorithm does not make the same limiting assumptions but its accuracy is 

highly dependent on the correct definition of the unit disc.  This is a problem inherent in 

any algorithm which decomposes the data into a series of Zernike polynomials, and is 
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therefore not unique to the GN algorithm.  The DPD sensor with the Green’s function 

algorithm, which was the starting point for this project, is far more limited in terms of 

possible applications which provided motivation for the generalisation of this method 

and the creation of a new algorithm to analyse the data. 

 

2.7.1. Application Considerations 

 

The limitations of the Green’s function solution, which make it unsuitable for 

scintillated and/or discontinuous wavefronts, preclude its use in a number of interesting 

applications.   

 

In polishing applications extra errors in the finished form are caused by demounting the 

polished object for surface shape measurement then remounting it in the machine for 

further polishing.  To increase polishing accuracy a compact, light-weight, wavefront 

sensing device like the diffraction grating-based sensor could be mounted within the 

polishing machine.  Monitoring the surface shape of an sample in real-time would 

involve laser illumination of a rough surface thus creating a scintillated wavefront.  A 

wavefront sensor capable of dealing with scintillated wavefronts would help to increase 

the accuracy of the polishing process, which is vital for several important current 

applications. Proposals for future Extremely Large Telescopes (ELTs), with primary 

mirrors of 30-100m in diameter, will require major advances in the manufacture and 

metrology of individual mirror segments.  For example, each of the 618 hexagonal 

mirror segments for the EURO50 50m diameter telescope is required to have a surface 

form accuracy of better than 18nm peak to valley [23].   In medical applications, the 

lifetime of a prosthesis is highly dependent on the accuracy to which it has been 

polished, micron level defects in the form of prosthetic joints (for example hips and 

knees) can cause significant pressure concentrations and lead to premature failure [24, 

25]. 

 

Scintillated wavefronts are also common in applications involving atmospheric 

propagation.  As discussed in Chapter 1, variations in the atmosphere result in intensity 

variations of light which is propagated through it.  This effect is more pronounced when 
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the light used is coherent, thus the propagation of lasers through the atmosphere creates 

significant problems.  This is of particular interest in the fields of free-space optical 

communications and military imaging/targeting which often involve the use of lasers.  

A wavefront sensor capable of dealing with these scintillated wavefronts would 

therefore be of great use in these areas [26-29]  

 

The second limitation of the Green’s function solution, excluding its use with 

discontinuous wavefronts, is also very important.  One disadvantage of this is that, if the 

DPD sensor with this algorithm is used in an Adaptive Optics system, in principle it 

precludes the use of pixellated Liquid Crystal (LC) wavefront correctors. LC correctors 

are lightweight, versatile and cost-effective [30], therefore a wavefront sensor capable 

of working with these new devices would be an attractive option for many applications.  

There are many research areas in which discontinuous wavefronts are unavoidable 

which would benefit from an improved wavefront sensor.  In ELT’s, where mirror 

segmentation creates piece-wise discontinuous wavefronts, the co-phasing of the 

individual mirror segments is a serious issue.  ESO (European Southern Observatory) is 

currently developing OWL, the OverWhelmingly Large telescope, whose primary 

mirror it is proposed will be 100m is diameter containing 3048 hexagonal segments.  

The secondary mirror will also be segmented and is planned to contain 216 segments.  

Currently the worlds largest optical and infrared telescopes are the twin Keck 

telescopes, each 10m in diameter and comprising 36 segments [31-33].  This gives some 

idea of the increased technological challenge of phasing the OWL telescope segments to 

within the 0.5µm tolerance required for visible wavelengths [34].  The 618 segments of 

the EURO50 telescope primary mirror are to be phased and aligned to 10-20nm 

accuracy [23, 35].  These stringent requirements have led to a flurry of activity in 

segmented mirror co-phasing research.   

 

In the computer and electronics industry the metrology of integrated circuits and the 

masks (called ‘reticles’) from which they are created (using lithography techniques) is 

an area of significant research interest [36-42].  As feature sizes continue to shrink the 

challenges faced in metrology of these components is increased.  The diffraction-grating 

based PD wavefront sensor, if capable of dealing with discontinuous wavefronts, would 

be an ideal device for mounting on a robotic arm for example to provide real-time 

quality assessment measurements of integrated circuitry on the production line.  It could 
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also perhaps be used to study the reticle pre-production where the detection of defects as 

small as 100nm could potentially save millions of pounds in production costs [42]. 

 

These applications are just a small selection of those which could benefit from the 

development of a more versatile phase diversity sensor.  The development of one such 

sensor is the core work of this thesis and a more detailed discussion of possible 

applications will be given in Chapter 6, after the properties of this new sensor have been 

discussed.  

 

2.8 Conclusions 

 

In this chapter the basic principles underlying the design and operation of a diffraction-

grating based DPD wavefront sensor have been discussed.  It has been shown that a 

wavefront sensor of this type can be used to perform simultaneous multi-plane imaging 

and thus generate a pair of intensity images in the ±1 diffraction orders which contain 

equal and opposite amounts of defocus as the phase diversity.  The difference of these 

images divided by their separation is then approximately the axial intensity derivative 

along the axis of propagation and can be used to solve the ITE and retrieve the phase of 

the input wavefront.  In this configuration the DPD sensor is analogous to the Curvature 

sensor described by Roddier [2]. 

 

Two methods of performing the data inversion and solving for the unknown phase were 

discussed; the Green’s function and GN algorithm.  The Green’s function was shown to 

be a very accurate method, but its formulation required limiting assumptions to be 

placed on the input illumination and the wavefront under test.  The implications of these 

assumptions and the motivation for developing a new method to overcome them were 

discussed.  Experimental results demonstrating the accuracy of the GN algorithm were 

presented and, although less than the Green’s function accuracy, this algorithm was 

shown to give excellent results when compared to theoretically calculated values.   

 

In conclusion, this chapter has outlined the prior art and motivation for the development 

of the diffraction grating based PD sensor, which is the basis of this project. The aim of 
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this project is to generalise this method to use diversity functions other than defocus, 

and design a new algorithm to retrieve the phase which is capable of handling 

scintillated and discontinuous wavefronts.  This will provide a new and improved 

wavefront sensing method which will benefit many applications and, it is hoped, be a 

viable alternative to the popular wavefront sensing techniques in use today.   
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Chapter 3 

 

Generalised Phase Diversity 
 

Summary of Chapter 3  

 

In this chapter Generalised Phase Diversity (GPD) will be presented as an extension of 

the Defocus only Phase Diversity (DPD) wavefront sensor described in Chapter 2.  

GPD will use aberration kernels other than Defocus to apply diversity to the phase of 

the input wavefront.  The configuration of this wavefront sensor and the theory 

governing its operation will be detailed.  The Necessary and Sufficient conditions an 

aberration kernel must satisfy for use in a null wavefront sensor will be derived, and 

verified through computer simulation.  The form of the error signal will be considered 

and the implications this has for use of the wavefront sensor will be discussed.  This 

discussion will be continued in Chapter 4. 

  
3.1 Introduction 

 

Generalised Phase Diversity (GPD) is the next step in diffraction grating based phase 

diversity wavefront sensors.  As the previous chapter showed, the Defocus-only Phase 

Diversity (DPD) wavefront sensor proved to be a very accurate means of measuring 

wavefront curvature.  However, this method was not without disadvantages. 

 

The main problem with the DPD method was caused by the data inversion.  Solution of 

the Intensity Transport Equation (ITE), by use of a Green’s function, involves placing 

certain assumptions on the input wavefront [1].  These assumptions, detailed in Section 

2.4.1, mean that the DPD wavefront sensor is unable to reconstruct discontinuous or 

scintillated wavefronts with sufficient accuracy. 

 

As discussed in Chapter 2 there are many applications which would benefit from a 

wavefront sensor capable of handling discontinuous and scintillated wavefronts.  

Initially it would be enough to develop a sensor capable of dealing with significant 
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intensity variations, the problem of branch points (points where the wavefront phase is 

indeterminate at points where scintillation has caused the intensity to fall to zero) can be 

studied as a separate issue later.  Even if a sensor could be developed which can deal 

with branch points, correction of such a wavefront is not a trivial problem. Continuous 

wavefront modulators such as membrane deformable mirrors are fundamentally 

incapable of correcting discontinuities in the phase.  Therefore, while the problems 

caused by scintillation are of significant research interest, a PD sensor immune to the 

intensity variations this causes would be a reasonable first step forward.  

 

To overcome the limitations of the DPD sensor and develop a wavefront sensor capable 

of dealing with discontinuous and scintillated wavefronts, it was first necessary to look 

at the basic theory behind the operation of the wavefront sensor.  Defocus has been 

shown to work successfully as the PD function which is added to the unknown 

wavefront.  This then raises certain questions: What, if anything, is unique about 

defocus? Could other aberration kernels be used? What conditions must an aberration 

function satisfy to create a successful wavefront sensor signal?  What would this error 

signal look like? Could this be used to build a useful wavefront sensor?  

 

The analysis presented in this chapter will begin to answer some of these questions.  

Firstly the configuration of the wavefront sensor will be considered, as this will impact 

its operation. Then, the conditions an aberration filter function must satisfy to create a 

null wavefront sensor will be derived.  This forms the basis for GPD and in this chapter 

it will be shown that it is possible to create a PD wavefront sensor using aberration 

kernels other than defocus. 

 

3.2 Image Plane vs. Pupil Plane 

 

There are several methods which could be used to apply diversity phase to an unknown 

wavefront.  A convenient method is the diffraction grating based system described in 

Chapter 2.  Using this system as its basis the GPD wavefront sensor will contain a 

carefully chosen diffraction grating in combination with a lens to apply diversity to the 

input wavefront.  The design of the grating will include the use of an aberration kernel 

that may not be defocus.  The theory developed in this chapter essentially details how to 
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choose the grating to be used.  The wavefront sensor can incorporate other elements in 

addition to this to increase the flexibility of the wavefront sensor’s operation.   For 

example, several gratings could be mounted in a filter wheel which could be rotated in 

front of the camera to allow the user to change the diversity phase to suit their 

measurement.  

 

Initially let us consider the wavefront sensor in its simplest form; a grating and lens.  

There are two different optical configurations we will consider for the GPD wavefront 

sensor. These are referred to as the ‘image plane’ and ‘pupil plane’ configurations and 

will be studied separately. 

 

3.2.1 Image Plane Operation 

 

A schematic of an ‘image plane’ wavefront sensor is given below in Figure 3.1: 

 

 

 

Figure 3.1 Schematic of a GPD wavefront sensor designed to operate in the image 

plane.  The grey arrows are used to indicate the orientation of the formed images with 

respect to each other and to the pupil plane. 
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An input wavefront , generated by radiation from a distant object, is incident on 

the input pupil of the wavefront sensor.  In the image plane configuration this is simply 

a limiting aperture which truncates the wavefront and may be the edge of the imaging 

lens.  The next element the input wavefront will encounter is the grating and lens 

combination.  In Figure 3.1 this is represented as a single element, actually the two 

elements are placed as close to each other as possible and can be approximated by a 

single element whose focal length is a combination of the lens and grating focal lengths.  

The orientation of the images relative to each other and to the pupil plane is indicated by 

the grey arrows in Figure 3.1. 

( )rΨ

 

It is well known that a lens produces a two-dimensional Fourier Transform (FT) of an 

object at a distance after the lens.  Using the concept of Fractional FT’s [2, 3] this can 

be described as a FT of degree 1 (

f
(1)ℑ ).  Fractional FT’s of order 0-1 exist between the 

plane of the lens and its’ focal plane [4, 5].  If the grating is placed directly against the 

lens it can be approximated that the order of the FT is 0 at this point (shown as plane 

‘A’ in Figure 3.1). Therefore at point A the distribution is given by: 

 

( ). .dir e pupilϕψ  ,                                                          (3.1)                   

 

where ( )rψ is the input wavefront and die ϕ  is the function applied by the grating ( dϕ  is 

the diversity phase).  

 

Equation (3.1) shows that the phase diversity is applied by multiplying the input 

wavefront and grating function.  This is then multiplied by the pupil function of the 

lens.  If the lens is considered to be a perfect, infinitely sized, thin lens then the pupil 

function is simply unity.  

 

Let the input wavefront be described: 

 

( ) ir Ae ϕψ =  .                                                       (3.2) 
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The intensity image formed in the 0th order is given by the following equation: 

 

2 2

0
{ } ( )th

iI Ae ϕ ξ= ℑ = Ψ  ,                                                     (3.3) 

 

therefore, the image formed in the 0th order is the image of the object which produced 

the wavefront ( )rψ .  It is for this reason that this is named the image plane 

configuration.   

 

The DPD wavefront sensor, introduced in Chapter 2, is usually built in an image plane 

configuration.  If the amount of defocus added to the wavefront is large enough, then 

the planes that are imaged in the ±1 diffraction orders approach the pupil plane of the 

system.  In this case the 0th order image will still contain an image of the source, but the 

phase diverse images will more closely resemble the pupil plane.  The advantage of 

imaging the pupil plane will be discussed in the following sections where the pupil 

plane configuration is introduced.   

 

Finally, note that there is a 180º rotation between the intensity images in the ±1 

diffraction orders when using this configuration (as shown by the grey arrows in Figure 

3.1).  This is due to the fact that one image is effectively formed before and one after 

focus.  The image formed before focus is therefore a virtual image and has the same 

orientation as the pupil plane.  This means that care must be taken when using the image 

plane configuration to rotate one of the intensity images by 180º before taking the 

difference between them.   
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3.2.2 Pupil Plane Operation 

 

In the ‘pupil plane’ configuration a pupil lens replaces the limiting aperture.  This is 

shown in Figure 3.2.  

 

 

 

Figure 3.2 Schematic of the Pupil Plane configuration of the GPD wavefront sensor.  

The grey arrows are used to indicate the orientation of the formed images with respect 

to each other and to the pupil plane. 

 

At a distance from the pupil lens the FT of the input wavefront is formed [5], shown 

in Figure 3.2 as 

f

( )ξΨ .  Goodman [6] has shown that the complex amplitude 

distribution in the back focal plane of a lens, in this case ( )ξΨ , is the Fraunhofer 

diffraction pattern of the incident field ( )rψ .  This is calculated as the FT of the input 

distribution multiplied by a quadratic phase factor and is shown in Equation (3.4): 

 

2exp
22( ) ( ) exp

ki
z r i r

i z z

ξ
πξ ψ

λ λ

∞

−∞

⎡ ⎤⋅⎢ ⎥
drξ⎡ ⎤⎣ ⎦Ψ = −⎢ ⎥⎣ ⎦∫ ∫  .                        (3.4) 
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Amplitude and phase co-ordinates in the focal plane are determined by the amplitude 

and phase of the input Fourier components at rf zξ λ= , where in this case is the 

focal length of the pupil lens.  The quadratic phase term in Equation (3.4), it will be 

shown in Section 3.4, can be neglected due to the properties of the lens-grating 

combination.  Therefore for this analysis it will be assumed that the field at the focal 

plane of the pupil lens (

z

( )ξΨ ) is simply the FT of the input wavefront ( )rψ .  

 

The optical set-up from this point to the image plane of the grating and lens is identical 

to the image plane configuration. The analysis is therefore the same, with the input to 

this system now replaced by ( )ξΨ .  The effect of this is that the intensity image in the 

0th order is now given by: 

 

2

0
{ ( )} ( )th

2I rξ ψ= ℑ Ψ =  .                                                (3.5) 

 

Therefore, in the 0th order the image of the wavefront in the pupil plane is obtained.  In 

the next section it will be shown that, when using the pupil plane configuration, there is 

a direct 1-1 mapping between the positions of the error on the input wavefront at the 

pupil, with the position it is detected using the intensity images from the ≤1 and 0th 

diffraction orders.  This will prove to be an important property of the pupil plane system 

and the theory behind it will be studied in more depth in Chapter 4. 

 

Comparison of Equations (3.3) and (3.5) shows that the main distinction between the 

image and pupil plane configuration is whether the 0th order contains an image of the 

source ((3.3)), or the wavefront amplitude ((3.5)).   

 

3.2.3 Comparison of the Image Plane and Pupil Plane Configurations 

 

A Matlab simulation was written to demonstrate the dramatic difference in the form of 

the error signal generated by image plane and pupil plane systems.  The wavefront 

sensor error signal is defined as the difference of the intensity images in the ±1 

diffraction orders.  In this simulation an aberrated input wavefront, with a Peak to 
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2
6

Valley (PV) distortion of 0.3λ, was created from a combination of 3 Zernike 

polynomials ( 2 4
2 4, ,Z Z Z− − ).  Spherical aberration ( 0

4Z , 0.75λ PV) was chosen as the PD 

filter function to clearly differentiate between the image and pupil plane results.  As 

mentioned before defocus diversity phase of sufficient strength would also image close 

to the pupil plane and therefore the error signal would closely resemble the pupil plane 

system equivalent. The results are shown in Figure 3.3. 

 

 Note that in this example, and throughout this chapter, the PV distortions of the 

diversity phase and input wavefronts are chosen arbitrarily.  There is no special 

significance at this point of the values chosen except where a specific comparison is 

being calculated, in which case this will be pointed out in the accompanying text.   

 

Figure 3.3(a) shows the distorted input wavefront, the scale of this subplot is in waves 

of distortion.  The error signals for the pupil plane and image plane configuration are 

shown in Figure 3.3(b) and (c) respectively and the scales of these subplots are a 

measure of contrast.  Throughout this thesis error signal scales will be described as ‘a 

measure of contrast’.  The reason for this is, as a difference of intensity images, the 

units for these should be a measure of intensity and ultimately a number of photons.  As 

all of these results are simulated this ‘number of photons’ has little meaning, and would 

simply be a multiplying constant for the scales of these difference images. 

 

Note that the integrated energy in the difference images shown in 3.3(b) and (c) is the 

same.  The 102 difference between the scales of these images is due to the fact that 

image plane simulation requires one less FT than the pupil plane example, and the FT 

has caused a scaling difference of N2. 
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Figure 3.3 Matlab simulation results showing the error signal generated when a 

distorted input wavefront (a), is incident on a pupil plane (b) and image plane (c) 

wavefront sensor [scale of (a) is in waves, scales of (b) and (c) are a measure of 

contrast] 

 

Figure 3.3 (b) clearly shows the 1-1 mapping between the position of the wavefront 

error on the pupil and its position on the error signal.  This property makes the pupil 

plane configuration ideal for a null wavefront sensor.  The information in this error 

signal can be used to drive a corrective element in an Adaptive Optics (AO) system 

directly, as the error signal gives the location, magnitude and sense of the error.  As 

mentioned in Section 3.2.1 the image plane sensor could be constructed, with a large 

enough defocus, to image close to the pupil plane in the ±1 diffraction orders.  In this 

case the 1-1 mapping would also hold.  However, this would only be true when the 

diversity phase used is defocus, whereas the pupil plane configuration retains this 

property regardless of the diversity function used. 

 

Figure 3.3(c) shows that using the image plane system an error signal is obtained, 

indicating that the input wavefront is distorted, so this is also suitable for a null 

wavefront sensor.  The error signal shown in 3.3(c) is localised at the origin, and this 

plot has been ‘zoomed in’ so that it can be seen clearly. The disadvantage of using the 

image plane configuration, as this plot shows, is that the error location information has 
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been lost and therefore correction would have to be applied using a multi-dither 

approach [7].   

 

3.2.4 Application Considerations 

 

It has been shown that a GPD wavefront sensor can be constructed to operate in the 

image or the pupil plane.  The choice of configuration will depend on the final 

application of the sensor.   

 

For AO systems where the main objective is to correct errors on the input wavefront the 

pupil plane system property of 1-1 mapping between the position of the error on the 

wavefront and the point it appears in the error signal is very useful.  The wavefront 

sensor may be used as a null sensor without the need to reconstruct the wavefront.  This 

increases the speed of operation and reduces the complexity of the system.  An image 

plane system and multi-dither corrective approach could also be used, but would not be 

as fast due to the loss of the error location information (unless defocus is used to image 

the pupil plane as discussed earlier). 

 

In metrology applications it is the surface shape which is often of interest.  In this case a 

reconstruction of the wavefront should be used and so neither configuration has a clear 

advantage over the other.  The choice would then depend on the preference of the user 

and other considerations such as the sensitivity, accuracy and algorithmic speed 

required. 

 

3.3 The Filter Function 

 

The GPD wavefront sensor, like its predecessor the DPD wavefront sensor, will 

comprise a grating in combination with a lens, and a CCD camera.  The major 

differences between the GPD and DPD sensors are the design of the diffraction grating, 

and the data inversion method.   In both cases the aberration kernel within the grating is 

combined with the input wavefront to produce the phase diverse data required for phase 

retrieval.  How this combination takes place will depend on the configuration of the 
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optical system.  If the wavefront sensor is built to operate in the image plane then the 

wavefront is taken in product with the grating, i.e. the recorded data is the convolution 

of the wavefront and the FT of the diversity function.  In the pupil plane configuration 

the recorded image data is the image of the pupil convolved with different aberration 

functions.   

 

In the DPD sensor it is defocus which is applied to the intensity images in the ≤1 

diffraction orders.  Generalised Phase Diversity is so called because the aberration 

kernel may include, but will not be limited to, defocus. The choice of permitted 

aberration functions will be limited by the way in which the user chooses to operate the 

GPD wavefront sensor, and by the symmetries of the filter function and input 

wavefront. 

 

In the description given below the GPD wavefront sensor will be considered to be a 

simple null sensor, which is designed to give an error signal only when the input 

wavefront is distorted.  Equations for the diversity filter function and the generated error 

signal will be derived in this chapter, and used to formulate a phase retrieval algorithm 

in Chapter 4.  A glossary is included in the Appendix at the end of this chapter to 

summarise all the terms introduced here and their definition, for quick reference as they 

will be used extensively both here and in following chapters. 

 

The aberration kernel chosen to apply the diversity will be encoded into the complex 

filter function ( )f r±  whose Fourier Transform ( )F ξ±  will be convolved with the input 

wavefront. ( )F ξ±  can be written as the sum of its real and imaginary parts: 

 

( ) ( ) . ( )F R i Iξ ξ± ξ= ±  ,                                                (3.6) 

 

where ( )R ξ is the real part, and ( )I ξ  is the imaginary part of the FT of the filter 

function.   
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As discussed in Chapter 1, PD often refers to systems in which the data is created by 

comparing a pair of images where only one of those images contains the diversity phase 

(for example, an in-focus and defocused image).  In Curvature Sensing (CS), a special 

case of PD, the data images are encoded with equal and opposite amounts of defocus 

aberration. As in the DPD sensor described in Chapter 2 the GPD sensor outlined here 

will use the CS approach of applying equal and opposite diversity to the input 

wavefront.  In both ( )f r±  and ( )F ξ±  the ± is used to represent these equal and opposite 

aberrations.  As discussed in Chapter 2, use of detour phase with a Diffractive Optic 

Element (DOE) conveniently achieves this automatically.  The image in the +1 

diffraction order has been created using ( )F ξ+ , and similarly ( )F ξ−  is used to generate 

the -1 intensity image.   

 

3.4 The Intensity Images 

 

GPD, like the DPD wavefront sensor, will require a pair of intensity images to 

reconstruct the wavefront phase.  These intensity images, instead of being formed under 

different defocus conditions, will be produced by the convolution of the input wavefront 

with the FT of the filter function ( ( )F ξ± ).  As in the DPD case it is the difference of 

these two intensity images that will provide the information required for phase retrieval.  

In this section the mathematical expression for the intensity images, whose difference 

will form the basis for the error signal, will be derived.  Chapter 4 will look at the 

formation of this error signal in a little more detail and will then go on to describe how 

it may be used to retrieve the unknown phase of the input wavefront. 

 

Consider a simple optical system with an input pupil, a grating in combination with a 

lens, and an output image plane.  This situation is shown schematically in Figure 3.4.  In 

both the Fraunhofer (described earlier in Section 3.2.2) and Fresnel (shown in this case) 

approximations an additional curvature term multiplies the field found after the lens.  In 

forming an image an idealised lens must correct any curvature terms on the wavefront 

formed in the lens.  A lens may be described as performing two Fourier Transforms in 

the same direction (i.e. both forward) with any lens aberrations being applied to the 

object FT by a multiplicative phase function within the lens.    In this example, shown in 

Figure 3.4, the diffraction grating is shown as being coplanar with the lens and may 
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therefore be considered as the ‘lens aberration’ from this description.  If the lens-grating 

combination is modelled as an idealised lens then the additional phase curvature term 

(described in Section 3.2.2.) will be cancelled by the grating and will not be included in 

any of the analysis which follows. 

 

 

 

Figure 3.4 Schematic of the GPD optical system [this is a modified version of a figure 

from Dijdel and Greenaway [8]]. 

 

( )ξΨ is the Fourier Transform (FT) of the input wavefront ( )rψ . ( )ξΨ  is multiplied by 

( )F ξ± , which is equivalent to a convolution of ( )rψ  and ( )f r± .  The image ( )rω  

formed in the output plane is the FT of the product ( ) ( )Fξ ξ±Ψ , and is given in Equation 

(3.7): 

 

( ) . ( ) ( ) exp[ ]r d F i rω ξ ξ ξ ξ± ±= Ψ −∫  .                                   (3.7) 

 

The intensity images in the ≤1 diffraction orders may therefore be written as the 

modulus squared ( )rω± : 

 

2

2

( ) ( )

. ( ) ( ).exp[ ]

j r r

d F i r

ω

ξ ξ ξ ξ

± ±

±

=

= Ψ −∫
 ,                               (3.8) 
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where ( )j r+  is the image intensity in the +1 diffraction order, and ( )j r−  is the intensity 

in the -1 diffraction order.  For a properly constructed null sensor, with a plane wave 

input, the images in the ≤1 diffraction orders will be identical so that their difference is 

zero.  This fact will be used later as a test of different diversity functions to prove their 

suitability (or unsuitablility) for use in a null sensor. 

 

3.5 The Error Signal 

 

The error signal,  is produced by taking the difference between the intensity 

images in the ≤1 diffraction orders.  Since the modulus squared of a complex function 

can be calculated by multiplying the function by its conjugate, expanding (3.8) the 

following is obtained: 

( )d r

 

{ } { }

2
( ) . ( ) ( ).exp[ ]

. ( ) ( ).exp[ ] . ( ) ( ).exp[ ]

( ) ( ) ( ) ( ) exp[ ( )]

j r d F i r

d F i r d F i r

d d F F ir

ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

± ±

∗

± ±

∗ ∗
± ±

= Ψ −

= Ψ − ⋅ Ψ −

′ ′ ′ ′= Ψ Ψ − −

∫

∫ ∫
∫∫

 .       (3.9) 

 

Therefore the difference between the two images can be written: 

 

{ }
{ }

d( ) j ( ) j ( )

( ) ( ) ( ) ( ) exp[ ( )]

( ) ( ) ( ) ( ) exp[ ( )]

r r r

d d F F ir

d d F F ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

+ −

∗ ∗
+ +

∗ ∗
− −

= −

′ ′ ′= Ψ Ψ − − ′

′ ′ ′− Ψ Ψ − −

∫∫
∫∫ ′

 .               (3.10) 
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By substituting (3.6) for the FT of the filter function a new expression for the error 

signal is derived as shown in Equation (3.11): 

 

{ }

d( ) ( ) ( ) ( ) ( ) ( ) ( ) exp[ ( )]

( ) ( ) ( ) 2 ( ) ( ) ( ) ( ) exp[ ( )]

r d d F F F F ir

d r d d i R I I R ir

ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ ξ ξ

∗ ∗ ∗
+ + − −

∗

′ ′ ′ ′ ′⎡ ⎤= Ψ Ψ − − −⎣ ⎦

′ ′ ′ ′⇒ = Ψ Ψ − − − −⎡ ⎤⎣ ⎦

∫∫

∫∫ ′

 .     (3.11) 

 

Equation (3.11) is then rearranged, collecting terms of the same variable, to obtain 

(3.12): 

  

*

*

( ) 2 [ d  ( ) I( ) exp( ) d  ( ) R( )exp( )

d  ( ) R( ) exp( ) d  ( ) I( ) exp( )]

d r i ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

′ ′ ′= Ψ − Ψ ′

′ ′ ′ ′− Ψ − Ψ

∫ ∫

∫ ∫
 .                   (3.12) 

 

This expression for is purely real since the term in the [ ] brackets is the difference 

of two complex conjugates and is therefore purely imaginary.  Thus far no limiting 

assumptions have been placed on the input wavefront so (3.12) is generally valid.  

( )d r

 

The input wavefront in the pupil plane is defined to be: 

 

( ) ( ) exp[ ( )]r r i rψ ψ ϕ=  ,                                              (3.13) 

 

where r is the co-ordinate in the pupil plane.  The FT of ( )rψ  can be written: 

 

( ) ( ) ( )H Aξ ξ ξΨ = +  ,                                                (3.14) 

 

( )H ξ is the Hermitian component of ( )ξΨ , formed by the FT of the purely real parts of 

( )rψ , and ( )A ξ is the Anti-Hermitian component of ( )ξΨ  and therefore the FT of the 
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imaginary parts of ( )rψ .   The symmetries of these components will be required later 

and can be expressed: 

 

( ) ( ) and ( ) ( )H H A Aξ ξ ξ∗ ξ∗= − = − −  .                                (3.15) 

 

The form of the input wavefront given in (3.14) may now be substituted into (3.12), 

fully expand and the terms grouped appropriately to create: 

 

*

*

d H( ) I( )exp( ) d H ( ) R( )exp( )

d H( ) R( )exp( ) d H ( ) I( ) exp( )

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫

                    (3.16) 

 

*

*

d H( ) I( )exp( ) d A ( ) R( )exp( )

d A( ) R( )exp( ) d H ( ) I( ) exp( )

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫

                    (3.17) 

 

*

*

d A( ) I( ) exp( ) d H ( ) R( )exp( )

d H( ) R( )exp( ) d A ( ) I( ) exp( )

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫

                    (3.18) 

 

*

*

d A( ) I( ) exp( ) d A ( ) R( )exp( )

d A( ) R( )exp( ) d A ( ) I( ) exp( )

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫

 .                  (3.19) 

 

( ) 2d r i  is the sum of Equations (3.16) to (3.19). These equations have been arranged 

such that in each one there is a difference of two complex conjugates.  Also we note that 

Equations (3.16) and (3.19) contain terms only in either ( )H ξ  or ( )A ξ .  Equations 

(3.17) and (3.18) contain 'cross terms', meaning that in each pair of integrals there is one 

containing ( )H ξ  and one containing ( )A ξ .   

 

It is immediately apparent that every term in (3.16)-(3.19) contains both ( )R ξ  or ( )I ξ , 

the real and imaginary parts of the filter function FT (as described in (3.6)).  This means 
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that the filter function must be complex.  If either the real or the imaginary parts are 

allowed to go to zero, the wavefront sensor will produce a null output for any input 

wavefront. This is therefore the first necessary condition for operation as a null sensor.   

 

The sum of Equations (3.16) to (3.19) creates the full form of the error signal .  

The different symmetries of 

( )d r

( )F ξ±  will now be examined to see if this expression can 

be simplified and to find further necessary and sufficient conditions to supply a useful 

error signal for a null wavefront sensor. 

 

3.6 Symmetries of the Filter Function 

 

A null sensor is a specific type of wavefront sensor which will only provide an error 

signal when the wavefront is aberrated.  Therefore, the first sufficient condition for null 

sensor operation is that it should give no signal when the input wavefront is a plane 

wave, but should produce an error signal when the input wavefront is aberrated.   

 

To formulate the necessary conditions the form of the error function when the real and 

imaginary parts of ( )F ξ± have the same symmetry (i.e. both are odd or even functions of 

ξ ) and when they have mixed symmetry (i.e. one is an even function while the other is 

odd) will be studied.   

 

3.6.1 Same Symmetry 

 

First consider the case when both ( )R ξ  and ( )I ξ are even functions of ξ , and are 

therefore both real-valued and symmetric.  In Equation (3.16), recalling the symmetry 

properties of ( )H ξ given in equation (3.15), it can be seen that each of the integrals is 

purely real and so this difference of complex conjugates will be 0 ψ∀ .  Similarly for 

Equation (3.19) each integral is purely imaginary and therefore this equation will also 

reduce to 0 ψ∀ .  The difference between the intensity images, which is the error 

signal, is now reduced to the sum of Equations (3.17) and (3.18).  This is shown in 

Equation (3.20): 
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*

*

*

*

( )
2
d H( ) I( )exp( ) d A ( ) R( )exp( )

d A( ) R( )exp( ) d H ( ) I( ) exp( )

d A( ) I( ) exp( ) d H ( ) R( )exp( )

d H( ) R( )exp( ) d A ( ) I( ) exp( )

d r
i

ir ir

ir ir

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

=

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− +⎦

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫
∫ ∫

∫ ∫

 ,                   (3.20) 

 

To determine whether this is a suitable form of error signal for a null sensor let us 

consider the result of Equation (3.20) when a plane wave is input. 

 

A plane wave can be defined simply as a wavefront with a constant phase. Without any 

loss of generality this phase ( ( )rϕ ) can be defined to be zero.  When ( ) 0rϕ =  then 

, the imaginary part of ( )a r ( )rψ { }.2 . ( )( ) Im ( ) i ra r r e π ϕψ −⎡ ⎤=⎣ ⎦ , will also be zero.  

Therefore the wavefront, ( )rψ , is purely real and its FT will be purely Hermitian 

( ( ) 0A ξ ≡ ).  When this is the case Equation (3.20) shows that the error signal, , 

will be zero.  This is due to the cross terms described earlier, since each integral pair 

contains 

( )d r

( )A ξ  each term will therefore reduce to 0 ξ∀ . Any non-plane wavefront will 

contain both Hermitian and Anti-Hermitian components and will produce an error 

signal as described by (3.20).  Therefore, this shows that when ( )R ξ  and ( )I ξ are even 

functions the error signal produced will obey the sufficient condition for a null sensor 

described earlier. 

 

Now consider the case when both ( )R ξ and ( )I ξ are odd functions of ξ . The same 

argument as presented for the even symmetry case will hold.  Now each integral in 

(3.16) is purely imaginary, and each integral in (3.19) is purely real.  Therefore these 

equations will again be 0 ψ∀  and the error signal will be given by Equation (3.20).   

 

The analysis thus far has placed no limiting assumptions on the input wavefront. From 

this analysis it is concluded that filter functions whose real and imaginary parts share 
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the same symmetry will produce useful error signals for the operation of a GPD null 

wavefront sensor.  The next step is to consider what form the error signal will take when 

the real ( ( )R ξ ) and imaginary ( ( )I ξ ) parts of ( )F ξ± do not share the same symmetry. 

 

 3.6.2 Mixed Symmetry 

 

Let us examine the form of the error signal when one of ( )R ξ and ( )I ξ is an odd 

function and the other is an even function of ξ .  Each equation containing cross terms is 

affected by the mixed symmetry.  When ( )R ξ is even and ( )I ξ is odd, all the integrals 

in (3.17) are purely imaginary and all the integrals in (3.18) are purely real. When 

( )R ξ is odd and ( )I ξ is even, all the integrals in (3.17) are purely real and all the 

integrals in (3.18) are purely imaginary.   This is the same cancellation effect 

experienced by Equations (3.16) and (3.19) in the ‘same symmetry’ case. 

 

Equations (3.17) and (3.18) therefore reduce to zero in both cases, and the error signal is 

given by the sum of (3.16) and (3.19): 

 

*

*

*

*

( )
2
d H( ) I( )exp( ) d H ( ) R( )exp( )

d H( ) R( )exp( ) d H ( ) I( ) exp( )

d A( ) I( ) exp( ) d A ( ) R( )exp( )

d A( ) R( )exp( ) d A ( ) I( ) exp( )

d r
i

ir ir

ir ir

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

=

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− +⎦

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫
∫ ∫

∫ ∫

 .                  (3.21) 

 

A plane wave ( ( ) 0A ξ ≡ ) incident on a mixed symmetry filter would therefore still 

produce an error signal, given by the upper half of equation (3.21).  This violates the 

sufficient condition outlined earlier for operation of a null sensor; that it produce a null 

output when the input wavefront is unaberrated.  Therefore filter functions with mixed 

symmetries are unsuitable for use in a GPD wavefront sensor since an error signal will 

be produced for all input wavefronts.   
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3.6.3 Necessary and Sufficient Conditions 

 

In this section the conditions identified by the analysis in Sections 3.6.1 and 3.6.2 will 

be summarised into a set of sufficient and necessary conditions for the GPD null sensor.  

The next step will then be to test these conditions in simulation with plane and aberrated 

wavefronts to check that there have been no mistakes in the analysis and assess the 

performance of the GPD sensor. 

 

Sufficient condition for operation of a null wavefront sensor is that is should only 

produce an error signal when the input wavefront is non-plane.  The necessary 

conditions which have been identified are that the FT of the filter function ( ( )F ξ± ) must 

be complex and furthermore that the real and imaginary parts of this function must have 

the same symmetry.  Any function, or combinations of functions, which satisfy these 

conditions are suitable for use in a GPD null wavefront sensor. 

 

As a first check of the analysis presented thus far the symmetry of a defocus filter 

function was calculated and it was found that this possessed the ‘same symmetry’ which 

produces a useful error signal.  This is a useful initial test since defocus is known to 

work well in the DPD sensor (described in Chapter 2). Had it not met the necessary and 

sufficient conditions it would have been obvious that something was wrong in the 

analysis.  Throughout this thesis the validity of many new findings are tested by making 

sure they confirm that defocus would work well.   

 

A programme was written to calculate the symmetry conditions of Zernike polynomials 

from piston ( 0
0Z ) to the high order aberration 10

10Z  (some 65 possible filter functions in 

total) to find which ones would satisfy the conditions for a GPD null sensor. The filter 

function was created in the form .2 . die π ϕ− , where dϕ  is the diversity phase described by a 

chosen Zernike polynomial.  It was discovered that Zernike polynomials whose indices 

( ) are positive and even have suitable symmetry for use in a GPD 

sensor, e.g. 

2 and 2  i.e. n m
nn n m Z −−

2
6Z  is suitable but 2

6Z −  and 2
3Z  are not.  In the suitable polynomials it was 

observed that the polar radius ρ  is raised to an even power and that there is an even 
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multiple of the polar angleθ . For example Defocus ( ) satisfies the 

symmetry conditions whereas Triangular Astigmatism (

0 2
2 2Z ρ= −1

3 3
3 (3 )Z Sinρ θ− = ) does not.  

This provides a quick and easy method to identify suitable Zernike functions.  In total it 

was found that 21 of the 65 polynomials tested would be suitable for a GPD sensor.  

This represents a large range of possibilities to be explored within the set of Zernike’s 

alone; although functions other than Zernike polynomials, that satisfy the conditions, 

could also be used. 

 

In the following section the performance of several Zernike filter functions will be 

tested to look at the form of the error signal, and confirm that the filter functions 

identified as having ‘same symmetry’ do provide a null signal when the wavefront is 

plane and a significant error signal when it is aberrated. Simulations with mixed 

symmetry filters will also be tested to confirm that a significant error signal is produced 

for un-aberrated wavefronts. 

 

3.7 Simulations to verify the Sufficient and Necessary Conditions 

 

Matlab simulations were conducted to verify the analysis which led to the sufficient and 

necessary conditions detailed in Section 3.5.3.  A range of diversity functions were 

created with the form: 

 

 .2 . die π ϕ−  , (3.22) 

 

the diversity phase, dϕ , is a Zernike polynomial or a combination of Zernike’s.  As 

mentioned before, the symmetry of the real and imaginary parts of each diversity 

function was tested to identify which had same, and which had mixed symmetry.  These 

functions were then used in further simulations to study the error signals, , 

generated by a pupil plane GPD wavefront sensor for plane and aberrated input 

wavefronts. A schematic of this process is shown in Figure 3.5. 

( )d r
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  Figure 3.5 Schematic of the GPD simulation used to verify the Symmetry conditions. 

 

If the symmetry conditions described in 3.5.3 are correct then, for same symmetry filter 

functions should be zero for plane wave inputs and have significant value for 

aberrated inputs.  Mixed symmetry filter functions should give non-zero output for 

plane and aberrated input wavefronts. 

( )d r

 

3.7.1 Plane Wave Input Simulation Results 

 

In this simulation single Zernike filter functions, and ones created by a combination of 

two Zernike’s were used to test the symmetry conditions identified in Section 3.5.3.  

The diversity functions used to generate the error signals shown in Figure 3.6 (a,b) have 

even, same symmetry. The filter functions chosen were defocus ( 0
2Z  ~ shown in 3.6(a)) 

and a combination of defocus and astigmatism ( 0
2

2
2Z Z+  ~ 3.6(b)).  The error signals 
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depicted in Figure 3.6 (c,d) were generated with mixed symmetry filter functions, these 

were tilt ( 1
1Z −  ~ 3.6 (c)) and a combination of triangular astigmatism and the higher 

order Zernike 5
5Z −  ( 3

3
5

5Z Z− + −  ~ 3.6(d)). 

 

 

 

Figure 3.6 Simulation results showing for a plane wave input with: a) ( )d r 0
2Z Defocus 

b) 0
2

2
2Z Z+  Defocus + Astigmatism c) 1

1Z −  Tilt and d) 3
3

5
5Z Z− −+  diversity phase 

functions. [Scale in each plot is a measure of contrast]. 

 

Note that the internal structure evident in Figure 3.5 (c,d) (and in subsequent figures) is 

caused by diffraction effects from the hard edged pupil function used throughout. 

 

As the results in Figure 3.6 show, for the even (same) symmetry filter functions tested 

the detected error signal was zero, to within computer rounding error which satisfies the 

sufficient condition for a null sensor.  The results in Figure 3.6 (c,d) show that, when 

using these mixed symmetry filters, a significant error signal was generated for a plane 

wave input.   
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r

These simulations are representative of a large selection of similar tests which all 

supported the analysis presented thus far; that functions with same symmetry provide a 

null output for a plane wave input and mixed symmetry filters are unsuitable for use in a 

null sensor.   

 

3.7.2 Aberrated Wavefront Simulation Results 

 

The next step is to test the performance of some same symmetry filter functions with 

different aberrated wavefronts to study the form of the error signal produced.  In each 

case the simulation was set to produce the error signal from a pupil plane sensor 

configuration (see Section 3.2.2 for details). 

 

3.7.2.1 Aberrated Wavefront 1 

 

The first aberrated wavefront, with the form .2 . ( )( ) ir e π ϕψ −= , was created using linear a 

combination of coma, astigmatism and triangular astigmatism ( ). 

This test wavefront may be seen in Figure 3.7 below, the scale is given in waves of 

error: 

2 1
2 3( )r Z Z Zϕ − −= + + 3

3

 

 

 

Figure 3.7 Aberrated Wavefront 1, created using a linear combination of 2 1
2 3, & 3

3Z Z Z− − .  

[Scale is in waves of error.] 
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Using Aberrated Wavefront 1 as the test wavefront, the error signal generated using 

several same symmetry filters was tested.  The filter functions were created as described 

in Section 3.7.  In all the examples presented in Figure 3.8 the strength of the diversity 

was set at 1λ PV.  The same symmetry functions used were defocus ( 0
2Z ), astigmatism 

( 2
2Z ), the higher order aberration ( 0

6Z ), and a linear combination of Spherical aberration 

and astigmatism ( 0
4 + 2

2Z Z ).  Results for these are shown in Figure 3.8 (a-d) respectively.   

 

 

 

Figure 3.8 Simulation results showing for: a) ( )d r 0
2Z  defocus b) 2

2Z  astigmatism c) 

higher order aberration 0
6Z  d) 0

4
2
2+Z Z  A combination of spherical aberration and 

astigmatism diversity phase functions. [Scale is a measure of contrast]. 

 

Figure 3.8 clearly shows that in each case a significant error signal is generated.  This 

agrees well with expectations that the same symmetry filters will produce a useful error 

signal.  Many same symmetry filter functions were studied and the same conclusion was 

made in each case.  Figure 3.8 demonstrates that the error signal obtained for each 

different filter function will have a different form, some more faithfully representing the 

input wavefront shape than others.  The amplitudes of the error signals also vary when 

using different diversity filters.  Discussion of this effect and its significance is the 

subject of Section 3.8.2 and will continue in Chapter 4. 
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1
3

 

3.7.2.2 Aberrated Wavefront 2 

 

The process described in Section 3.7.2.1 was repeated for a second aberrated input 

wavefront, whose phase was given by 3 3
7 3( )r Z Z Zϕ − −= + + .  This wavefront is shown 

in Figure 3.9.   

 

 

 

Figure 3.9 Aberrated Wavefront 2, created using a linear combination of 3 3
7 3 3, & 1Z Z Z− − .  

[Scale is in waves of error.] 

 

Figure 3.10 shows the error signals generated for a second set of same symmetry filter 

functions.  In this case the same symmetry functions used were: defocus ( 0
2Z ), spherical 

aberration ( 0
4Z ), a higher order radially symmetric aberration ( 0

8Z ) and a linear 

combination of defocus and another higher order aberration ( 0
2 1+ 0

0Z Z ).  The results of 

these simulations are plotted in Figure 3.10 (a-d) respectively. As before, in each case 

the strength of the diversity phase was set at 1λ PV.  As in the first aberrated wavefront 

example it is seen that a significant error signal is generated in each case, in accordance 

with expectations. 

 

It is interesting to note in this example that the best performance, in terms of similarity 

between the error signal and the actual wavefront error shape, is given by the 

combination between spherical aberration and defocus with a reversal in the contrast 

between the two.  In each simulation the performance of defocus diversity was carefully 
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studied since this was known to perform well in practice.  Defocus was seen to work 

very well in each example, and it was also found that spherical aberration performed in 

a similar way.  This may point to an advantage in using radially symmetric Zernike 

polynomials as the diversity phase. The issue of choosing the correct diversity function, 

and optimisation for different applications will be considered in Section 3.9.  The 

apparent change in contrast between the error signals generated by defocus and 

spherical aberration (Figure 3.10 (a) & (b)) is also caused by the difference in structure 

between these two functions and this is a topic that will be revisited and explained later 

when the form of the filter function is studied in more detail. 

 

 

 

Figure 3.10 Simulation results showing for: a) ( )d r 0
2Z  defocus b) 0

4Z  spherical 

aberration c) 0
8Z  the higher order aberration d) 0

2 1+ 0
0Z Z  a combination of defocus and 

the higher order aberration 0
10Z  [Scale is a measure of contrast]. 

 

In conclusion, the simulations presented in Sections 3.7.2.1-2 have shown that a 

significant error signal is created when an aberrated wavefront is present, thus 

supporting the last of the conditions identified in Section 3.6.  Now that a method for 

choosing allowable diversity functions has been demonstrated the next step is to study 

these in more detail.  Some questions which should be addressed include: How much 
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information is encoded in this error signal? How does performance vary when using 

different functions?  What effect does the physical structure of the function have on this 

performance? Can a diversity function be chosen to optimise sensitivity in particular 

applications?   These are important questions and some will be revisited in Chapter 4 

where a phase retrieval algorithm is developed and the ‘performance’ of the wavefront 

sensor can be tested in terms of its ability to produce a signal from which the original 

phase can be accurately reconstructed. 

 

Before continuing to look at the answers to some of these questions, an interesting 

problem will be demonstrate which occurs when the input wavefront contains phase 

steps of exact multiples of π. 

 

3.7.3 Wavefronts with π Phase Steps 

 

An interesting ambiguity occurs when there is a phase step of exactly π (λ/2) in the 

wavefront under test.  A change of π corresponds to a multiplication of the wavefront by 

-1, the wavefront is still real valued and its FT therefore has Hermitian symmetry.  Thus 

the GPD wavefront sensor will be inherently insensitive to π phase steps in the test 

wavefront and the error signal, , will be zero for every exact multiple of the phase 

by λ/2.  Presumably this would mean that the error signal is maximised for phase errors 

of λ/4, thus giving the error signal a sinusoidal response to the size of the phase step.  

This hypothesis will be studied in more detail in Chapter 4.   

( )d r

 

Figure 3.11 is a 1D cross section through a pupil plane phase profile with piston errors 

used to create a phase step of 0.5λ in the central portion of the circular phase profile.  

The input wavefront, whose cross section is shown in Figure 3.11 was used in a pupil 

plane wavefront sensor simulation, with an even symmetry filter function ( ) 

to study the error signal created.  Figure 3.12 shows the results of this simulation. 

0
2 , defocusZ
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Figure 3.11 1D cross section of a circular pupil plane phase profile with piston errors 

 

 

 

Figure 3.12 The results of a pupil plane GPD simulation for input phase (a), using a 

defocus diversity function.  The simulated phase diverse images are shown in (c) and 

(d).  The error signal,  (= (c)-(d)), is given in (b). ( )d r

As Figure 3.12 clearly shows the error signal contains no evidence of the π phase step.  

However, the phase step is visible in the phase diverse intensity images. Since the 
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images are identical, except around the edges, taking the difference will subtract out the 

features caused by the phase step.  Repeat simulations were conducted, and in every 

case where a phase step of any exact multiple of π was used the result was the same.  

This shows that there is a fundamental blindness in the GPD error signal to piston errors 

of exact multiples of π, in any input wavefront. 

 

For astronomy applications an insensitivity of this kind does not present a fundamental 

problem.  In metrology, this insensitivity would be a problem. However, in any real 

system, the chance of obtaining a piston error of exactly π is very small. 

 

3.8 The Error Signal 

 

It has been shown that aberration functions which satisfy the conditions outlined in 

Section 3.6 may be used to construct a null GPD wavefront sensor.  From the analysis 

presented in Section 3.7 it may be supposed that the error signal is periodic with π phase 

errors.  This is confirmed later by simulation in Chapter 4, and its significance studied 

in more detail.  At this point it may be said that signal interpretation is not trivial and 

has some context dependence.  If, for example, the wavefront errors are continuous then 

the π phase errors will not occur.  In cases where the errors are discontinuous, for 

example the phase errors associated with misalignment of large segmented telescope 

mirrors, the π phase ambiguity may occur and will be missed by this method. 

 

In the following section the information encoded in the error signal, the sense and 

location of the error, will be discussed.  Also, the form of the aberration function and its 

effect on the error signal will be introduced.   This will be continued in Chapter 4 where 

we consider extending the null sensor to full wavefront sensing by developing a phase 

retrieval algorithm. 
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3.8.1 Error Sense and Location 

 

The sense of the error is encoded in the error signal.  This can be seen by considering 

Equation (3.20).  This equation gives the form of the error signal generated by a suitable 

GPD filter function.  From this it may be seen that the error signal, , will change 

sign if the sense of the wavefront error is reversed. This is due to the symmetry of 

( )d r

( )A ξ , given in Equation (3.15).  This means that the ‘sense’ (or direction) of the 

wavefront error is directly linked to the error signal. 

 

The location of the wavefront error can also be found from the error signal.  The error 

location is directly related to , the imaginary part of the input wavefront and the 

transform of 

( )a r

( )A ξ .  If the filter function is concentrated or peaked around the origin (as 

it is for the radially symmetric aberrations like defocus for example) then the position of 

the wavefront error signal will be localised around the point that  is non-zero.  In 

Chapter 4 the filter function and the formation of the error signal is considered in much 

more detail and this question of error location will be revisited. 

( )a r

 

Therefore it can be concluded that the error signal alone, without full reconstruction, 

provides a versatile tool for wavefront sensing.  Since the sense and location of the 

wavefront error is included in the signal this information could be used to tell a 

deformable mirror whether to ‘push’ or ‘pull’, and at which position, to flatten the 

wavefront.  As discussed in Section 3.2.4, full reconstruction of the wavefront is often 

unnecessary for AO applications.  Therefore null sensor operation could prove to be a 

faster more efficient method for correcting the wavefront distortions. 

 

3.8.2 The Diffraction Grating and the Blur Function 

 

In the GPD wavefront sensor the error signal, , is generated by the difference of a 

pair of intensity images formed in the ±1 diffraction orders.  These intensity images are 

themselves created by the convolution of the input wavefront with the filter function 

programmed into a diffraction grating.  To look into this further and begin to study the 

effect of the form of the filter function on the performance of the GPD sensor, 

( )d r
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simulations were conducted to compare the filter function for defocus and spherical 

aberration. 
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Figure 3.13 Cross section of the FT of a defocus diffraction grating. 

 

Figure 3.13 shows a cross section through ( )F ξ± , the FT of a diffraction grating 

programmed with a defocus filter function. This figure shows the behaviour of the real 

and imaginary parts of the filter function.  In the GPD sensor the intensity images in the 

±1 diffraction orders are created by the convolution of the side lobes of this function 

(labelled -1 order and +1 order in this figure) and the input wavefront. These side lobe 

functions will be referred to as the ‘blur’ function in reference to the effect they have 

when convolved with the input wavefront. The form of this blur function will have 

implications for the sensitivity of the sensor and this discussion will be continued in the 

following chapters.  GPD allows a wide choice of diversity functions and by examining 

the differences between the blur functions from two different aberration kernels the 

effect on the wavefront sensor sensitivity can be studied.    
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Figure 3.14 is a comparison of the profile of two different blur functions, defocus and 

spherical aberration.  Note that the PV distortion of the diversity phase in both cases 

was the same (1.5λ) for a meaningful comparison. 

 

 

 

Figure 3.14 The profile of the blur function for (a) a defocus filter function and (b) a 

spherical aberration filter function. 
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Firstly, note that both the blur functions plotted in Figure 3.14 are for the same sidelobe 

(+1) but there is a ‘reversal’ between the real and imaginary parts of the two examples.  

This can be used to help explain the change in contrast between the error signals shown 

earlier in Figure 3.10.  In this figure the sense of the error signal generated by the 

spherical aberration filter (Figure 3.10(b)) matches the sense of the input wavefront 

(Figure 3.9) and the Defocus error signal is the exact opposite.  We can see now that 

this is due to the reversal in sign between the real and imaginary parts of ( )F ξ± .  Since 

the grating can be rotated there is no unique way to determine which intensity image is 

the +1 order and which is the -1 order.  Therefore it is simply a question of which order 

the intensity images are subtracted that determines which example, defocus or spherical 

aberration, will match the input wavefront and which will have the opposite contrast.   

 

The width of the blur function determines the area over which the convolution of the 

input wavefront and the diversity function occurs.  The wider this blur function is, the 

larger the area used for the convolution.   Wider blur functions should therefore be more 

sensitive to small slopes on the input wavefront.  Whereas narrow blur functions will be 

more suitable for use with input wavefront with high slope values.  Therefore, given the 

blur function shown in Figure 3.14 it could be supposed that the spherical aberration 

diversity function should prove to be the more sensitive of the two. 

 

To test this hypothesis a computer simulation was conducted to compare the sensitivity 

of the two filter functions.  The simulations were all conducted for a pupil plane 

configured wavefront sensor. The same aberrated wavefront was input into both 

simulations.  It was created using a mixture of 3 Zernike polynomials ( 2 5
2 5, , 1

9Z Z Z− ), and 

had a peak to valley (PV) distortion of 1.4λ.  The input pupil phase is shown in Figure 

3.15(a) and the scale for this plot is in waves of wavefront error.  In 3.15(b) the error 

signal for a defocus filter function, with PV distortion of 1λ is plotted.  This signal 

shows good contrast and has a PV difference of 6.1 (measured in arbitrary units).  

Figure 3.15(c) is the error signal generated by a spherical aberration diversity filter with 

the same PV (1λ), however in this case the PV error signal generated is much larger, 

15.7 (arbitrary units).  This is a significantly higher signal for the same input wavefront 

and diversity strength.  As a final comparison the amplitude of the spherical aberration 

filter function was adjusted until an error signal with the same PV as the error signal in 
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3.15(b) (which was generated using the defocus filter function) was created.  This is 

shown in 3.15(d) and the filter function used has a PV distortion of 0.35λ.  Comparison 

of (b) and (d) shows that, although the overall PV contrast of the error signals is the 

same the spherical aberration filter function has generated a signal with sharper contrast. 

 

 
 

Figure 3.15 The error signals generated in a pupil plane configured GPD wavefront 

sensor for an aberrated wavefront (a) [scale is in waves] with (b) a defocus filter 

function with PV 1λ, (c) A spherical aberration filter also with PV 1λ, and (d) a 

spherical aberration filter with PV of 0.35λ [for figures (b) to (d) the scales are a 

measure of contrast] 

 

In the simulation using the defocus diversity function (3.15(b)), the sense of the 

wavefront error appears to be inverted. Areas in the pupil phase which are shown 

coloured blue (i.e. negative), are shown in red (i.e. positive) in these simulations.  This 

is another example of the contrast reversal problem described earlier. 

 

From these results it may be concluded that, in this case, the spherical aberration filter 

has shown better performance than defocus.  This supports the previous statement that 

filters with wider blur functions should have greater sensitivity to small deformations in 

the wavefront than filters with narrow blur functions.  These results also suggest that a 
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spherical aberration based GPD sensor would be able to cope with poorer signal to 

noise than a defocus based one as the error signal it generates is significantly larger and 

has better contrast. 

 

3.9 Optimisation 

 

In Section 3.8 simulations were presented that clearly showed that each diversity filter 

performs differently, and that this is linked to its structure.  This will be explored in 

greater detail in the following chapters where this method is extended to full wavefront 

sensing.  Since the sensitivity of the error signal seems to be linked to the structure of 

the diversity function it may be possible that certain diversities will prove to be 

naturally more suited to sensing particular aberrations. This conclusion leads to the 

obvious question, is it possible to optimise the filter function given a priori information 

about the wavefront errors?  In many astronomy and metrology applications a great deal 

is known about the errors that are most likely to arise, and also which of these have the 

greatest detrimental effect on the desired outcome.  It may prove more useful to provide 

a sensor which is most sensitive to these modes rather than one which gives adequate 

performance for a large number of modes.   

 

In order to investigate this further a series of Matlab simulations were conducted, using 

input wavefronts of known aberration and a selection of diversity functions which 

satisfy the symmetry conditions outlined in Section 3.6.3.  The input wavefronts were 

chosen to contain an element which matched at least one of the diversity filters used to 

see whether matching the shape of the diversity function to the wavefront error would 

produce greater sensitivity to that particular aberration.   

 

In the first set of results (Case 1), shown in Figure 3.17 the input wavefront contains 

just one aberration, astigmatism ( 2
2Z ).  This is then extended in Figure 3.18 which 

shows a range of single aberration input wavefronts with matching and non matching 

diversity functions.  Finally, a more complex input wavefront, comprising a mixture of 

3 different aberrations ( 1 2 4
3 6, ,  and 8Z Z− Z ), was tested.  The results of this are shown in 

Case 2 (see Figure 3.20).  
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3.9.1 Case 1 

 

A distorted input wavefront was generated, using astigmatism 2
2Z , with a PV wavefront 

error of 2λ, this is shown in Figure 3.16.  This was used in a pupil plane GPD 

simulation with diversity applied to generate a pair of intensity images, and from these 

obtain the difference function .  A schematic of this process is shown in Figure 3.5. 

The diversity functions chosen were defocus (

( )d r
0
2Z ), spherical aberration ( 0

4Z ), 

astigmatism ( 2
2Z , same as the input wavefront), and the higher order Zernike 

polynomial 0
8Z .  In each simulation the strength of the diversity function used was 1λ 

PV. 

 

Figure 3.16 Astigmatism ( 2
2Z ) with a PV of 2λ, used as the input pupil phase [scale is 

in waves] 

 

Figures 3.17 (a),(b) and (c) show that the radially symmetric diversity functions perform 

well, and create error signals that indicate the structure of the pupil phase.  These results 

also show that the higher order radially symmetric aberrations create higher PV error 

signals i.e. 0
8Z  gives a larger error signal than 0

4Z  which in turn generates a large  

than 

( )d r

0
2Z . 

 

In terms of the error signal shape resembling the pupil phase, Figure 3.17 shows the 

poorest performance is given by the astigmatic diversity function.  In 3.17(d) the central 

structure is dominated by the diffraction effects from the hard edged pupil aperture.  

There was no structure in the intensity images for this example either, so it is not like 

the π phase step case (see Section 3.7.3) where taking the difference caused the central 
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structure to cancel.  Therefore, in this example, matching the diversity function to the 

wavefront shape has been shown to decrease the sensitivity.   

 

 

 

Figure 3.17 The difference functions generated by applying (a) defocus (b) 

spherical aberration (c) 

( )d r
0
8Z  and (d) astigmatism, to the input wavefront shown in 3.16 

[Scales are a measure of contrast] 

 

To investigate this further a large number of simulations were performed to take single 

aberration input wavefronts and look at the error signal for a diversity function which 

matches the wavefront shape, and one non-matching diversity function.  The results for 

some of these are contained in Table 3.1.   
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d

As Table 3.1 shows, in each case it was found that when a single aberration wavefront 

and a matching diversity function was used the error signal was poorer than when a 

non-matching diversity was used.  It is easy to see why this should be the case.  The 

intensity images, whose difference generates , are formed by applying equal and 

opposite amounts of the diversity phase to the input wavefront (i.e. 

( )d r

 comes from  and  from dI Iϕ ϕ+ −+ ϕ ϕ− ).  When the diversity phase and wavefront 

phase are the same (e.g. dϕ ϕ= + ), in one case the two phases will reinforce resulting in 

a large aberration in one of the intensity images ( I+ ).  However, in the other image ( I− ) 

adding the diversity phase will act like phase conjugation and the two will cancel to 

leave something close to a plane wave.  Thus when is calculated it will not be very 

sensitive or a good representation of the pupil phase shape. 

( )d r

 

3.9.2 Case 2 

 

In the final set of simulations a more complex pupil plane phase was created from a 

mixture of Zernike’s, 2 4
6 8 3,  and 1Z Z Z − : 

 

 

 

Figure 3.18 2 4
6 8 3,  and 1Z Z Z −  with a PV of 2.35λ, used as the input Pupil Phase [scale is 

in waves] 

 

By using a pupil phase with 3 component aberrations, it was possible to use 2 of these 

as diversity functions to see if matching the diversity shape to an element of the 

aberrated wavefront would offer any advantage.  Since the wavefront no longer 

comprises just a single aberration the ‘phase conjugation effect’ which caused 
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cancelling in the previous simulations should be less apparent.  As before, the PV of 

each diversity function tested was set to 1λ.   

 

As in previous simulations the radially symmetric diversity functions defocus and 

spherical aberration (see Figure 3.19 (a-b)) have performed well.  The results in 3.20(c) 

and (d) used diversity functions created from some of the component aberrations in the 

input wavefront.  In these examples the structure in the error signal does bear some 

resemblance to the pupil plane phase.  The 2
6Z  filter (c) has produced the better signal 

than the 4
8Z  filter (d) which is an interesting result since this was the largest of the 3 

aberrations used to create the pupil phase (approximately twice as much of 2
6Z  as 4

8Z  

was used). 

 

 

 

Figure 3.19 The difference functions generated by applying (a) defocus (( )d r 0
2Z ) (b) 

spherical aberration ( 0
4Z ) (c) 2

6Z  (d) 4
8Z   to the input wavefront shown in Figure 3.18 

[Scales are a measure of contrast] 

 

These results are representative of a wide range of input wavefronts and diversity 

functions tested.  In each case, when the input wavefront contained more than one 
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0

aberration, a diversity filter chosen to match one of these component aberrations 

showed signs of the pupil phase structure with varying levels of accuracy.  However, it 

has also been demonstrated that if only a single aberration is present in the wavefront 

then matching the diversity function to this will not give the best performance. 

 

3.9.3 Optimisation Conclusions 

 

It is known that the choice of aberration function will greatly affect the performance of 

a GPD wavefront sensing system [9].  The question is, how then should the user make 

the best choice of diversity function? 

 

From the results presented here it has been shown that the radially symmetric aberration 

functions ( 0 0 0 0 0
2 4 6 8 1, , ,  & Z Z Z Z Z ) perform consistently well, providing error signals with 

good contrast and with structures that clearly resemble the pupil plane input phase 

which generated them.  In cases where there is no a priori information about the 

aberrations in a given application, one of these diversity functions would make a good 

choice for all round performance.  The higher order aberrations have been shown to 

give larger error signals, so in cases where the wavefront aberrations are small a 

diversity function such as 0
6Z  should perform very well.  For users concerned with 

consistently good performance, the radially symmetric functions are a sensible choice. 

 

If the user does have a priori information about the wavefront aberrations, which is 

often the case, these results would suggest that there is some potential for optimisation 

of the diversity function.  If one aberration in particular is known to cause the most 

problems, choosing a diversity function that matches the shape of this aberration (if it is 

allowed by the symmetry conditions) should give a slightly greater sensitivity to this 

aberration over others.  

 

For use in a pupil plane null sensor, certainly visually, the radially symmetric diversity 

functions appear to be the best choice to preserve the actual wavefront error location on 

the difference signal.  These functions would be the most effective ones to choose if the 

information is used to directly drive a corrective element to flatten the aberrated 
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wavefront.  However, if the user intends to perform wavefront reconstruction prior to 

correction then the initial appearance of the error signal is of little importance.  In this 

situation, choosing a diversity function which matches the most problematic 

aberration(s) expected in the system may prove more advantageous than using a radially 

symmetric function. 

 

3.10 Conclusions 

 

It has been demonstrated that it is possible to create a diffraction grating based PD 

wavefront sensor using aberration kernels other than defocus.  The analysis presented 

here derived the necessary and sufficient conditions that an aberration filter function 

must satisfy in order to produce a useful error signal for a null wavefront sensor.   

 

It was shown that the FT of the filter function ( )( )F ξ±  must be complex, and that the 

real and imaginary parts of this function ( )( ) and ( )R Iξ ξ  must have the same 

symmetry.  Any function, or combination of functions, which satisfy these conditions 

may be used in the GPD null wavefront sensor.  This is why this method has been 

named Generalised Phase Diversity, since it no longer relies solely on defocus to apply 

the diversity phase to the wavefront under test. 

 

The difference between operating the wavefront sensor in the pupil and image planes 

has been discussed.  The pupil plane configuration has the advantage that there is a 

direct relationship between the position of the wavefront error on the pupil, and its 

position on the error signal.  This 1-1 mapping allows the error signal to be used to 

directly control a corrective element without the need for reconstruction of the 

wavefront.  When using defocus as the diversity function the image plane sensor can be 

constructed to have a large enough separation between the sampling planes to image 

close to the pupil plane and thus also create a 1-1 mapping between error signal and 

wavefront error.  However this is limited to defocus, and therefore for a GPD wavefront 

sensor the pupil plane arrangement would be more suitable in general. 
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0

The analysis presented describing the form of the error signal is so far completely 

general and places no limiting assumptions on the input wavefront.  It has been shown 

that the error signal is insensitive to piston errors of exact multiples of π, but this is not 

considered to be a fundamental problem since the chances of this occurring in a 

practical situation are small.  It could also be solved by creating diversity phase 

measurements using 2 or more different wavelengths [10, 11]. 

 

The simulations presented here have demonstrated that different filter functions have 

different sensitivities, related to their structure and the width of the blur function they 

produce.  It has been shown that filters with wider blur functions will, in general, be 

more sensitive to small-amplitude errors on the wavefront.  This discussion will be 

continued in Chapter 4. 

 

Finally, the possibility of optimising the choice of diversity function for a particular 

application was investigated.  It was shown that for good all-round performance the 

radially symmetric diversity functions, 0 0 0 0 0
2 4 6 8 1, , ,  & Z Z Z Z Z , are the wisest choice 

particularly if a priori information about the wavefront errors is not available.  It was 

demonstrated that matching the shape of the diversity function to one of the wavefront 

errors can yield slightly increased sensitivity to that particular aberration in the form of 

the error signal.  However, if only one aberration is present in the wavefront this 

approach is not the right choice if the user wants an error signal that closely resembles 

the actual shape of the wavefront in the pupil. 

 

In conclusion, the analysis in this chapter has shown that it is possible to create a GPD 

wavefront null sensor without placing limiting assumptions on the wavefront under test.  

The design of this wavefront sensor is very flexible, with the user able to choose 

between building it to operate in the pupil or image planes, and having a large choice of 

diversity functions.     
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3.11 Appendix:  Glossary of Commonly Used Functions 
 
 
Relating to the Diversity/Diffraction Grating: 
 

( )f r±  The complex filter function, encoded within the diffraction grating. 

( )d rϕ The diversity phase added by the complex filter function ( )f r±  

( )F ξ±  The Fourier Transform of the complex filter function, this is multiplied by the FT 

of the wavefront to form the images in the diffraction orders. 

( )R ξ The FT of the purely real parts of the complex filter function {Re[ ( )]}f r±ℑ  

( )I ξ The FT of the purely real parts of the complex filter function {Im[ ( )]}f r±ℑ  

 

Relating to the Input Wavefront: 
 

( )rψ The input wavefront 

( )ξΨ  The FT of the input wavefront 

( )H ξ The Hermitian part of ( )ξΨ , formed by {Re[ ( )]}rψℑ  

( )A ξ The Anti-Hermitian part of ( )ξΨ , formed by {Im[ ( )]}rψℑ  

( )rϕ The phase of the wavefront ( )rψ  

103 



Chapter 3: Generalised Phase Diversity 
 
 

3.12 References 
 
 
1. Woods S. C. and G.A. H., Wave-Front Sensing by Use of a Green's Function 

Solution to the Intensity Transport Equation. J.Opt.Soc.Am.A, 2003. 20(3): p. 
508-512. 

2. Namias V., The Fractional Fourier Transfrom and Its Applications to Quantum 
Mechanics. Journal of the Institute of Mathematics, 1980. 25: p. 241-265. 

3. McBride A.C., K.F.H., On Namia's Fractional Fourier Transform. Journal of 
the Institute of Mathematics, 1987. 39: p. 159-175. 

4. Ozaktas H.M., M.D., Fourier Transfroms of Fractional Order and Their Optical 
Implementation. Optics Communications, 1993. 101: p. 163-169. 

5. Bernardo L.M., S.D.D., Fractional Fourier Transforms and Imaging. 
J.Opt.Soc.Am.A, 1994. 11(10): p. 2622-2626. 

6. Goodman, J.W., Introduction to Fourier Optics. 2nd ed. 1996: McGraw-Hill. 
7. Youbin, F., Z. Xuerning, and Y. Jiaxiong, Research on the Dynamics of a 

Multidither Adaptive Optical System. Optical Engineering, 1998. 37(4): p. 1208-
1211. 

8. Djidel, S. and A.H. Greenaway. Nanometric Wavefront Sensing. in 3rd 
International Workshop on Adaptive Optics in Industry and Medicine. 2002: 
Starline Printing Inc. p. 213-219 

9. Zhang, S., H.I. Campbell, and A.H. Greenaway. Generalised Phase 
Diversity:Initial Tests. in 4th International Workshop on Adaptive Optics in 
Industry and Medicine. 2003. Munster, Germany: Springer Proceedings in 
Physics. Vol. 102. p. 187-196 

10. Dandliker, R., K. Hug, J. Politch, and E. Zimmermann, High-Accuracy Distance 
Measurements with Multiple Wavelength Interferometry. Optical Engineering, 
1995. 34(8): p. 2407-2412. 

11. Zimmermann, E., Y. Salvade, and R. Dandliker, Stabilized Three-Wavelength 
Source Calibrated by Electronic Means for High Accuracy Absolute Distance 
Measurement. Optics Letters, 1996. 21(7): p. 531-533. 

 

104 



Chapter 4 

Phase Retrieval with Generalised Phase Diversity 

 

Summary of Chapter  4 

 
This chapter briefly reviews a selection of current and historically used methods for 

phase retrieval from intensity image data.  This includes a comparison of the relative 

merits of iterative and analytic solutions to the data inversion problem.  The main body 

of this chapter concerns the development of a new phase retrieval algorithm, the Small 

Angle Expansion (SAE), and contains detailed discussion and results from this new 

method. 

 

4.1 Introduction 

 

The determination of an unknown wavefront given one or more intensity measurements 

is a well studied problem with importance in many applications, from optical imaging to 

x-ray diffraction and electron microscopy [1-10].   Retrieval of the phase of an unknown 

wavefront from intensity images can yield important information about the object which 

generated the radiation, the quality of the optical system used to form the image and the 

aberrations the wavefront suffered between emission and detection.   

 

A notable example of the use of Phase Diversity (PD) phase retrieval in the calibration 

of optical systems can be found in the Hubble Space Telescope (HST).  Just weeks after 

the launch of the HST, in June 1990, scientists discovered that the images received from 

the telescope were very poor.  This led to a flurry of activity in the research community 

to diagnose the problem, and come up with a suitable solution.  Only able to access the 

optical system remotely, and using the intensity images it captured, it was found that the 

error could not be removed by realignment of the optics and that it was the shape of the 

primary mirror which was to blame.  Over polishing of the primary mirror by just 2µm 

at the edges had resulted in large amounts of spherical aberration in the captured  
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images [11].  At this time a great deal of work was published on phase retrieval methods 

that were designed to work with the limited amount of data available [12-15]. 

 

A great many phase retrieval algorithms, both iterative and analytic, have been 

developed by researchers over the years as an attempt to solve this inverse problem for a 

variety of situations.  This is such a wide research topic that this introduction will be 

limited to just a few of the most well known algorithms, and ones which are related to 

or helped in the development of the SAE algorithm.   

 

The most widely used iterative algorithms for phase retrieval are compared and 

reviewed by Fienup [16], these are the error-reduction algorithm, the Gerchberg-Saxton 

algorithm, the method of steepest descent, conjugate gradient methods and the input-

output algorithm.  In this paper he concluded that the error reduction algorithm (for 

single intensity images) and the Gerchberg-Saxton algorithm (for two intensity 

measurements) will converge, but often at a much slower rate than conjugate gradient or 

input-output algorithms.  There exist a great many algorithms that are variations of 

these basic iterative structures [17-20] which can prove very effective although in some 

cases computationally expensive.  This is covered in more detail in Section 4.2.1.  

While developing the SAE algorithm for phase retrieval with Generalised Phase 

Diversity (GPD) a Gerchberg-Saxton type algorithm was used to obtain early results. 

 

Analytic solutions of the Intensity Transport Equation (ITE) [1, 4, 5] were proven to be 

fast, accurate reconstruction methods for defocus based PD wavefront sensing (as 

discussed in Chapter 2).  From an early stage it was decided an analytic solution for the 

GPD phase retrieval algorithm would be pursued, the reasons for this are discussed in 

Section 4.2.  There are many algorithms that rely on the premise that the phase angles to 

be reconstructed are small, and it is these algorithms that are of particular interest to 

understand the context of the SAE algorithm, and its relative merits. 

 

Phase recovery techniques are often non-linear processes, but by using the 

approximation that the phase angles to be reconstructed are small the retrieval process 

works in a much more linear fashion [21].  In 1983 Ellerbroek and Morrison showed 
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that linear phase retrieval is possible for wavefront errors of 0 to 0.4 waves rms from 

focal plane intensity measurements [22], and many analytic algorithms that rely on the 

Small Angle Approximation (SAA) have been published since then.  Wild [21] used the 

SAA to develop an algorithm that required 3 or more intensity images to reconstruct the 

wavefront phase and supposed that larger phase angles could be reconstructed if more 

measurements were made. Gonsalves [6] derived separate formulae for retrieving the 

odd and even parts of the unknown phase, which required an in focus and one out of 

focus image. Both of these algorithms have been shown to produce good results for 

small wavefront deformations.  An algorithm that can achieve the accuracies reported 

by these authors, which uses just two intensity images and calculates the even and odd 

parts of the phase using the same analytical expression could potentially be a faster 

solution to the data inversion problem. 

 

In this chapter the requirements for a new algorithm for phase retrieval with the GPD 

wavefront sensor, based on the SAA, will be outlined.  An expression for the retrieved 

phase will be calculated, for uniform illumination conditions, from the error signal 

equations introduced in the previous chapter.  Several sets of simulation data will be 

presented to show the accuracy and behaviour of this algorithm under different 

conditions.  

 

4.2 Requirements and Considerations for a GPD Phase Retrieval Algorithm 

 

In Chapter 3 it was shown that it is possible to construct a null wavefront sensor, using 

an appropriate filter function which obeys certain symmetry conditions.  While it is not 

always necessary to reconstruct the wavefront nevertheless the problem of inversion of 

the GPD error signal must be addressed.   

 

An algorithm is required which can take the phase diverse intensity images generated by 

the GPD sensor and solve for the phase of the test wavefront.   This algorithm should in 

itself be as general as possible, and capable of inverting the data for any (allowable) 

diversity filter function.  In this case the algorithm would then also be an alternative for 
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phase retrieval amongst the more common practice of defocus based phase diversity 

systems.  

  

The new phase retrieval method should be designed to be suitable for use in systems 

with scintillation, and discontinuous wavefronts.  There are many reasons for this, 

which are outlined in Chapters 2 and 3. An algorithm that could meet these 

requirements would be a very robust and versatile tool in metrology, astronomy and 

medical applications.   

 

4.2.1 Iterative vs. Analytic 

 

Phase retrieval algorithms tend to fall into one of two categories, iterative or analytic, 

and some of these are detailed in the introduction to this chapter.  An in depth study of 

the relative merits of the two types of algorithm will not be given here, but in 

considering the development of a new algorithm it is important to consider which type 

to pursue.  Some issues which should be addressed are the stability of the algorithm, if it 

will converge, the uniqueness of the solution it computes, and the overall computational 

‘expensiveness’ – in run time, power and cost of equipment. 

 

Iterative solutions to the phase problem involve choice of an error metric – a measure of 

the quality of the computed solution – and will continue to refine the solution until a 

predetermined minimum in this metric is found.  If the solution converges, which is in 

itself not guaranteed and has to be investigated for each method, there are still many 

issues to be considered.  One such issue is whether the solution found is a global or a 

local minimum.  To ensure it is a global minimum, algorithms of increasing complexity 

have been produced which, rather than using a simple hill-climbing method, employ a 

genetic algorithm (GA) approach, or Simulated Annealing (SA) [23-25].  In contrast to 

other numerical techniques which iteratively refine a single solution, genetic algorithms 

work in parallel testing many possible solutions at once.  GA’s begin with a population 

of candidate solutions (‘individuals’) and through techniques inspired by evolutionary 

biology (such as natural selection) evolve towards better solutions [26]. The advantage 

of this is that it is far more likely that global minima will be found, the disadvantage is 
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that it often takes a long time to converge and because of the stochastic nature of GA’s 

the global minima found is actually an estimate not an accurate solution [27]. Perhaps 

the main problem when choosing to use an iterative algorithm is the computational 

expensiveness of it.  The algorithm may converge, and it may be a guaranteed global 

minimum, but if this requires excessive amounts of computer equipment or if it takes an 

unreasonable length of time to provide the solution then it will not be suitable.   

 

Analytic solutions can be faster to compute and usually don’t require complicated 

minima search techniques as they essentially go straight to the final answer.  The 

question then becomes whether this is the right answer or not, assumptions may have 

been made when deriving the analytic solution which then limit its accuracy.  

Computational expensiveness can also be traded for mathematical complexity in the 

process of designing the algorithm.  The user must consider whether the extra time 

taken to develop an analytic solution is appropriate for their application, or if a well 

known iterative solution will be good enough.   

 

There is also the option to develop an algorithm that incorporates both methods, using 

an analytic approach to get close to the answer and an iterative process to refine the 

solution.  This can help to resolve the local/global minima problems faced by a purely 

iterative solution and also reduce the overall expensiveness of the process. 

 

All of these issues were considered before work on the new GPD phase retrieval 

algorithm began.  The speed and accuracy of phase reconstruction is paramount for 

applications which require real-time wavefront sensing. Atmospheric correction, in-line 

industrial metrology processes, and medical applications like retinal imaging are just a 

few examples. Therefore, an analytic approach was favoured over an iterative solution, 

but the possibility of iterative refinement was not ruled out.   

 

4.3 Small Angle Expansion 

 

In Section 4.2 the requirements for a GPD phase retrieval algorithm were outlined and 

the type of algorithm was chosen.  An analytic solution for the phase will be sought, 
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using the error signal,  (first introduced in Chapter 3), generated by the difference 

between a pair of intensity images containing equal and opposite applied diversity phase 

functions.   

( )d r

 

The starting point for this solution is therefore the expression derived in Chapter 3 

(Section 3.6), which describes the error signal created when a diversity filter function of 

suitable symmetry is applied to an input wavefront in a ‘pupil-plane’ GPD system.  For 

convenience we recall this expression here: 

 

*

*

*

*

( )
2
d H( ) I( )exp( ) d A ( ) R( )exp( )

d A( ) R( )exp( ) d H ( ) I( ) exp( )

d A( ) I( ) exp( ) d H ( ) R( )exp( )

d H( ) R( )exp( ) d A ( ) I( ) exp( )

d r
i

ir ir

ir ir

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ

=

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− +⎦

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫
∫ ∫

∫ ∫

 ,                    (3.16) 

 

where ( )H ξ and ( )A ξ  are the Hermitian and Anti-Hermitian components of the input 

wavefront ( )rψ , formed by the Fourier Transform (FT) of the real and imaginary parts 

of ( )rψ  respectively.  ( )R ξ and ( )I ξ are the real and imaginary parts of ( )F ξ±  (the FT 

of the diversity filter function), and is the difference between the intensity images 

in the ±1 diffraction orders.  Note that while it is assumed here that a diffraction grating 

is used to apply the diversity, it is not necessary.  It is simply convenient that the 

wavefront is convolved with both the positive and negative diversity functions by 

passing through the grating, and that the intensity images can be simultaneously 

recorded on a single CCD plane.  The phase retrieval analysis presented in this chapter 

requires , the method of obtaining the intensity images with equal and opposite 

diversity used to create   can be chosen to suit the user. 

( )d r

( )d r

( )d r

 

Initially it is assumed that there is no scintillation present, that the input pupil is 

uniformly illuminated and no light is lost from the system.  The effect of this 
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assumption will be discussed and later extensions of the algorithm to include scintillated 

wavefronts will be considered in Chapter 5. 

 

4.3.1  Definitions 

 

Consider an input wavefront ( )rψ , created by radiation from a distant source, incident 

on the GPD pupil plane sensor: 

 

( ) ( )( )( ) ( ) ( ) ( ) ( ) ( ) ( )i rr P r I r e P r I r Cos r i Sin rϕψ ϕ ϕ⎡ ⎤= ⋅ = ⋅ + ⋅⎡ ⎤⎣ ⎦⎣ ⎦  ,        (4.1) 

 

where ( )I r  is the amplitude of the input wavefront,  is the pupil function of the 

system (which may also be called the support of the wavefront), and 

( )P r

( )rϕ  is the phase 

to be retrieved.  It can be seen that the wavefront comprises a real ( )( ) [ ( )]I r Cos rϕ⋅  

and an imaginary ( )( ) [ ( )]I r iSin rϕ⋅  part.  The FT of the real part will be Hermitian 

( ( )H ξ ) and the FT of the imaginary part will be Anti-Hermitian ( ( )A ξ ).  To avoid 

confusion with the transforms of the filter function terms ( ) and ( )I Rξ ξ , let the real part 

of ( )rψ  be given by  and the imaginary part by .  Note that  is a real 

function.  The input wavefront therefore may be described: 

( )h r ( )ia r ( )a r

 

 ( ) ( ) ( )r h r ia rψ = +  .                                              (4.2) 

 

The equation for ( )F ξ± , given in Chapter 3 states: 

 

( ) ( ) . ( )F R i Iξ ξ± ξ= ±  .                                             (3.5) 

 

The FT of these components is defined here such that is the FT of ( )er r ( )R ξ  and 

is the FT of ( )mi r ( )I ξ .  Finally, we will now consider the error signal when the real 
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and imaginary parts of the filter function have the same symmetry, and are both even 

functions of ξ .  With these definitions in place the solution of the unknown phase may 

now begin. 

 

4.3.2 Manipulating the Error Signal Equation 

 

The error signal , under the conditions set out in 4.3.1 is defined to be: ( )d r
 

*

*

*

*
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ir ir

ir ir

ir ir

ir ir

ξ ξ ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ ξ ξ
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ξ ξ ξ ξ ξ ξ ξ ξ

=

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− +⎦

⎡ ′ ′ ′ ′− −⎣
⎤′ ′ ′ ′− ⎦

∫ ∫
∫ ∫
∫ ∫

∫ ∫

 .                  (3.16) 

 

In order to find an expression for the unknown phase of the wavefront this equation 

must be solved, preferably with as few approximations or assumptions as possible.  

Thus far the only conditions imposed are those outlined in 4.3.1, that ( )R ξ and ( )I ξ  are 

non-zero and share the same symmetry.  Let us now introduce some further assumptions 

to allow an expression for the phase to be derived.   Let us assume that the unknown 

wavefront phase is close to that of a plane wave (i.e. ( ) 1rϕ ).  This assumption, that 

the phase angles are small, is known as the Small Angle Approximation (SAA).  It will 

form the basis of the algorithm developed to solve for the phase, which is named the 

Small Angle Expansion (SAE) in reference to this approximation.  The amplitude of the 

wavefront, ( )I r  is taken to be the pupil plane intensity and will be represented by 

0 ( )I r . These approximations can be expressed mathematically as: 

 

 ( )( ) ( )0 0( ) ( ) exp ( ) 1r I r i r I r i sψ ϕ= ⋅ + ϕ⎡ ⎤⎣ ⎦  .                       (4.3) 
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Recalling the earlier definition of ( )rψ , given in (4.2), we may write the following: 

 

 
( ) ( )

0

0

( ) ( )

( )

h r I r

a r I r rϕ

=

= ⋅
  ,                                           (4.4) 

 

which shows that is closely related to the phase that we wish to reconstruct, under 

uniform illumination is close to being constant and will therefore vary little across 

the pupil, when scintillation is present this analysis will have to be modified.  This will 

be discussed later, in Chapter 5.  An estimate for the pupil plane amplitude, 

( )a r

( )h r

0 ( )I r , 

could be perhaps be obtained experimentally by calculating ( ) 2I I+ −+  where I+  and 

I−  are the intensity images in the ±1 diffraction orders, or perhaps by taking it to be the 

amplitude in the 0th order, 
0thI .  It is not immediately obvious from the mathematical 

description which of these choices, if either, is the correct one to use.  This will be 

discussed in more detail in Chapter 6. 

 

Let us now consider the error signal Equation, (3.16).  Let the integrals containing 

( )H ξ be labelled  such that: 1t t→ 4

 

 

1

*
2

*
3

4

( ) d H( ) I( ) exp( )

( ) d H ( ) I( ) exp( )

( ) d H ( ) R( )exp( )

( ) d H( ) R( )exp( )

t r ir

t r ir

t r ir

t r ir

ξ ξ ξ ξ

ξ ξ ξ ξ

ξ ξ ξ ξ

ξ ξ ξ ξ

= −

′ ′ ′ ′=

′ ′ ′=

= −

∫
∫
∫ ′

∫

 .                                  (4.5) 

 

( )H ξ is a compact function in comparison to both ( )R ξ  and ( )I ξ ,  its δ-function like 

form means that its transform will give a weighted version of .  Each integral is in 

fact a convolution, and can be written in that form.  Taking  as an example: 

( )h r

1t

 

 1( ) d ( ) ( )mt r r h r i r r′ ′ ′= −∫  ,                                         (4.6) 
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( )mi r  is the imaginary part of the filter function and can be carefully chosen to be 

compact.  As discussed in Chapter 3, a compact filter function (in a pupil plane 

wavefront sensor system) will give good localisation of the error signal to the location 

of the wavefront deformation which created the signal.  When  is impulsive 

compared to , Equation (4.6) can be written: 

( )mi r

( )h r

 

 ( ) ( ) ( )1  ;    m m mt r i h r i dr i r= = ∫  .                                  (4.7) 
 

By similar reasoning  can be written: 2t → 4t

 

 
( ) ( )
( ) ( )
( ) ( )

2

3

4

 

 

 

m

e

e

t r i h r

t r r h r

t r r h r

∗

∗

=

=

=

     .                                        (4.8) 

 

Using these expressions the error signal, Equation (3.16), may be rewritten: 

 

 
( ) ( ) ( ) ( ) ( ) ( ) ( )
2

( ) ( ) ( ) ( ) ( ) ( )

ir ir
m m

ir ir
e e

d r i h r d A R e d A R e i h r
i

d A I e r h r d A I e r h r

ξ ξ

ξ ξ

ξ ξ ξ ξ ξ ξ
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′∗ −

′− ∗ ∗

′ ′ ′= −

′ ′ ′+ ⋅ −

∫ ∫

∫ ∫

∗⋅

⋅
 .        (4.9) 

 

Since is real valued, ,  we will replace the dummy variable ( )h r ( ) ( )h r h r∗= ξ ′  so that 

ξ ξ′ = − ′ , we also recall the anti-hermitian symmetry of ( )A ξ  which allows us to 

substitute ( ) ( )A Aξ ξ∗ ′= − .  Therefore (4.9) becomes: 

 

 
{ }

{ }

( ) ( ) ( ) ( ) ( )
2 ( )

( ) ( ) ( ) ( )

ir ir
m

ir ir
e

d r i d A R e d A R e
i h r

r d A I e d A I e

ξ ξ

ξ ξ
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ξ ξ ξ ξ ξ ξ

′− −

′− −

′ ′ ′= − − +
⋅

′ ′ ′+ + −

∫ ∫

∫ ∫
 ,          (4.10) 

 

Equation (4.10) can be used to derive an expression to solve for either the phase ( ( )rϕ ) 

or the imaginary part ( ) of the wavefront. In this section the equation for retrieval ( )a r
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of the phase will be derived, and the benefits of reconstructing the imaginary part will 

be discussed in later, in this and following chapters.  From (4.4) ( ) ( )a r rϕ≈ , and since 

[ ]( ) ( )A ia rξ = ℑ , we can make the further substitution that 0( ) ( ) ( )A I r iξ ξ= ⋅ Φ  (where 

( ) [ ( )]rξ ϕΦ = ℑ ): 

 

{ }
{ }0

( ) ( ) ( ) ( )( )
2 ( ) ( ) ( ) ( ) ( ) ( )

ir ir
m

ir ir
e

i d R e d R ed r i
i h r I r r d I e d I e

ξ ξ

ξ ξ

ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ

′− −

′− −

⎡ ⎤′ ′ ′− Φ − + Φ
⎢ ⎥= ⎢ ⎥⋅ ⋅ ′ ′ ′+ Φ + Φ −⎢ ⎥⎣ ⎦

∫ ∫
∫ ∫

 .         (4.11) 

 

Recalling equation (4.4), 0( ) ( )h r I r≈  therefore (4.11) can be rearranged to give: 

 

 
0

( ) ( ) ( ) ( ) ( ) ( ) ( )
2 ( )

ir ir
m e m e

d r d i R r I e d i R r I e
I r

ξ ξξ ξ ξ ξ ξ ξ ξ ξ′− −′ ′ ′ ′⎡ ⎤ ⎡= Φ − − − + Φ −⎣ ⎦ ⎣∫ ∫ ⎤⎦ .  (4.12) 

 

Finally, let ( )R ξ and ( )I ξ  be even functions of ξ .  Also, using the properties of 

integrals we can replace ξ  and ξ ′  with ξ : 

 

 
0
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ξξ ξ ξ ξ −⎡= Φ −⎣∫ ⎤⎦  ,                           (4.13) 

 

Equation (4.13) shows that the error signal is formed by the convolution of the unknown 

phase with the function ( ) ( )m ei R r Iξ ξ− .  This function shall henceforth be known as the 

Phase Transfer Function (PTF), ( )T ξ .  The PTF is dependent on the filter function, and 

will in turn determine the quality of the error signal measured.  The importance of the 

PTF and its properties will be discussed further in Chapter 5. 

 

4.3.3 Checking the Equation by Calculating the Difference Image  

 

Equation (4.13) now presents a second method for obtaining the difference image , 

the first method being through the use of FT’s as described in Chapter 3 (see Figure 3.5 

( )d r
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for details).  Inevitably, due to the approximations made in the derivation of Equation 

(4.13), these images will not be identical.  By comparing them it is possible to see how 

much the approximations affect the accuracy of the solution.  By performing Matlab 

simulations, in which all the wavefront information is known, the difference image can 

be created in 2 different ways using the SAE equations.  In the first, is created 

using the FT of the input wavefront phase (

( )d r

( )ξΦ ) and the PTF.  In the second method 

the Anti-Hermitian part of the wavefront ( ( )A ξ ) and the PTF are used therefore this 

method makes one less approximation and should, at least in theory, generate a 

that is closer to the FT generated .  The equations used to generate  for 

each of these methods are given in (4.14): 

( )d r ( )d r ( )d r

 

 

( )

0

0

( ) 4 ( ) { ( ) ( )}     Method 1
( ) 4 { ( ) ( )}  Method 2

where ( ) ( ) ( ) 2

d r I r PTF
d r A PTF

I r I r I r

ξ ξ
ξ ξ

+ −

= ⋅ ⋅ℑ Φ ⋅

= − ⋅ℑ ⋅

= +

 .                          (4.14) 

 

The intensity in the pupil ( 0 ( )I r ) is estimated using the intensity images in the ±1 

diffraction orders ( ( ) and ( )I r I+ r− ) as shown in (4.14).  The difference image was 

calculated by simulation for SAE methods 1 and 2, and the standard FT method (see 

Chapter 3 for details).  Two sets of results are included here, in Figures 4.1 and 4.2.  In 

both sets of results the difference image calculated for both the SAE methods were very 

similar and therefore only one 2D plot is included in each figure but all solutions are 

represented in the 1D section plots.  In 4.1 the diversity function used is defocus, and in 

4.2 spherical aberration is the diversity phase. 

 

Figures 4.1 and 4.2 clearly show that the difference images calculated using the SAE 

equations are very close to the difference image calculated by the FT method.  This 

helps to confirm that the arithmetic used thus far is correct, and that the approximations 

introduced to derive a solution for the phase do not result in the loss of much 

information.  As expected, when using the Anti-Hermitian part of the wavefront instead 

of the phase the solution is a little better as one less approximation has been made.  As 

these simulations, and the others which were conducted but not included here, show this 

difference is a small one.  It will be discussed later in Chapter 6 that there are other 
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advantages to reconstructing the imaginary part of the wavefront as opposed to the 

phase.    

 

 

Figure 4.1 The pupil phase of an input wavefront, from which the error signal produced 

using the FT method and Equation (4.13) have been calculated using a defocus diversity 

phase [scale of the pupil phase is in waves, and for the difference images the scale is a 

measure of contrast].  A 1D section of the solutions is also shown. 
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Figure 4.2 The pupil phase of an input wavefront, from which the error signal produced 

using the FT method and Equation (4.13) have been calculated using a spherical 

aberration diversity phase [scale of the pupil phase is in waves, and for the difference 

images the scale is a measure of contrast].  A 1D section of the solutions is also shown. 

 

4.3.4 Solving for the Phase 

 

Starting from Equation (4.13) an expression for the unknown phase may easily be 

obtained by taking the FT.  The resultant expression is given in Equation (4.15): 
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Of course, in any real experiment, will be contaminated by noise and so Equation 

(4.15) must be altered to take account of this: 

( )d r
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As Equation (4.16) shows, this now presents a classic regularisation problem.  Every 

different (allowable) diversity function will create a different PTF, ( )T ξ , which will 

contain some regions of zero, or very close to zero, amplitude.  The analysis presented 

thus far assumes that this wavefront sensor is designed to be a null sensor, which will 

give no error signal for a plane wave input and is thus insensitive to piston.  As such the 

PTF will be zero at the origin, therefore every allowable function will contain at least 

one ‘zero crossing’. When ( ) 0T ξ →  so too does ( )iD ξ , however the noise term ( )iN ξ  

does not.  The noise is amplified due to its division by a number very close to zero.  

Therefore regularisation is required to minimise the effect of experimental noise on the 

accuracy of the solution.  Initially this regularisation was carried out using a simple 

threshold for the PTF, where the PTF falls below this threshold the solution for the FT 

of the phase (as in Equation (4.16)) at that point is rejected.  For simulated (and 

therefore noise free) data this form of ad-hoc regularisation is sufficient to give good 

results and demonstrate the effectiveness of the SAE algorithm.  However, when the 

algorithm is applied to real experimental data a more rigorous approach is required.  

This is discussed in Chapter 6 where the SAE is adapted for use with experimental data.  

In the course of this chapter, where only simulated data are presented, the simpler 

threshold regularisation is used throughout. 
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4.3.5 The Nature of the SAE Phase Solution 

 

The SAE solution for the unknown phase, given in Equation (4.16) can be transformed 

and rewritten to give: 
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( ) ( ) ( ) ( )
4 ( )

d r n r r t r
I r

ϕ+
= ⊗

⋅
 .                                          (4.17) 

 

Further study of Equation (4.17) reveals some interesting features of the SAE phase 

solution.  It shows that the measured difference image [ ]{ }0( ) ( ) 4 ( )d r n r I r+ ⋅  is 

formed by convolution of the wavefront phase with a transfer function (the PTF) which 

itself depends entirely on the diversity filter function.  A discussion of the form of the 

PTF and its effect on the GPD wavefront sensor’s accuracy will be given in Chapter 5.  

This section will look at the physical process involved to generate the GPD data and the 

implications of this on the sensitivity of the GPD sensor. 

 

Figure 4.3 shows schematically how the error signal is formed.  The convolution works 

by mixing the wavefront and diversity phases across an area determined by the width of 

the blur function.  The result of this is the sum of the wavefront phase across the area, 

weighted by the blur function.  Now imagine that the blur function is shifted, and the 

same operation performed, until the whole wavefront has been covered.  The 

convolution contributions from each area of the wavefront combine by interfering and 

the result of the interference will depend on the relative phase of the summed 

contributions. Areas with large phase variations, when weighted by the blur function, 

will give stronger interference than areas with weaker phase.  The grating allows this 

mixing between the wavefront and the ± blur functions to occur, the error signal is then 

generated by taking the difference of the two resulting intensity images.   

 

However, this description of the convolution operation is somewhat inaccurate since the 

shifting (or shearing) of the blur function to a new position does not occur sequentially 

as suggested.  In fact the convolution of the blur function and wavefront occurs 

simultaneously across the wavefront.  In Wavefront Shearing Interferometry (WSI), as 
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discussed in Chapter 1, the shearing (between the wavefront and a copy of itself) is 

performed sequentially and the extent of the shear is controlled by the optical set-up of 

the interferometer itself.  GPD, as this description has shown, works on a similar 

principle but the variable shear is performed simultaneously and the size of the shear is 

defined as the width of the blur function.  Figure 4.3 is a schematic of this operation. 

 

 

 

Figure 4.3 Schematic showing the convolution between the +ve (A) and –ve (B) blur 

functions and the input phase.  The intensity images are formed by the variable 

‘shearing’ of the blur function across the wavefront and the error signal is created from 

their difference. 

 

This physical description of the GPD sensor’s operation explains why, when the blur 

function is compact and peaked at the origin (as all the radially symmetric Zernike 

diversity functions are), the error signal will be localised to the area of the wavefront 

error which generated it.  Another important conclusion from this description is that it is 

only the rate of change of the phase across the width of the blur function that will affect 

the accuracy of the error signal.  It is not, as is conventionally the case, the Peak to 

Valley (PV) aberration of the wavefront which must be limited to small angles.  Rather 

it is the size of the phase step across the blur function which must obey the SAA for the 

121 



Chapter 4: Phase Retrieval with Generalised Phase Diversity 
 
SAE solution to be accurate.  This will be discussed in more detail in Sections 4.4 and 

4.5.  

 

4.4 The Relationship between the Error Signal and the Phase Difference 

 

It has been shown that, in the absence of scintillation and within the SAA, there exists a 

simple analytical expression (4.15) to retrieve the unknown phase from the error signal, 

.  There are still a number of questions which must be addressed.  Is this phase 

solution unique?  How large can the PV error on the wavefront be before the SAA no 

longer holds?  What will happen to the solution when this occurs?  These questions will 

be studied in more detail in this, and later, sections. 

( )d r

 

The relationship between the error signal and the phase difference which generates it 

has been studied before.  Chanan et al [28] showed that, when using defocus as the 

diversity phase, the intensity in each pixel in the difference image varies sinusoidally 

with the phase difference.  Their experiment was constructed to simulate the effects of 

co-phasing errors in segmented telescopes.  They used a split pupil containing a single 

step in the phase whose height was varied.  Chanan et al used one in-focus and one out 

of focus image to create the error signal. Their results showed a clear sinusoidal 

relationship between the size of the error signal and the phase step which generated it 

[28].  Simulations were conducted to confirm their results, using the error signal 

generated by the GPD null sensor.  Unlike Chanan et al these simulations did not limit 

the diversity phase to defocus, but instead used a range of allowable GPD null sensor 

filter functions.  In each case the same sinusoidal response was observed, and this is 

shown schematically in Figure 4.4.   

 

This result has important implications for the SAE solution of the unknown phase.  

Figure 4.4 shows that the signal is at a maximum at π/2, which corresponds to a phase 

step in waves of λ/4.  This is expected, as the signal has been shown to vary 

sinusoidally and we know that ( ) 0d r =  for a phase step of nπ.  The relationship 

between the error signal and the phase is only monotonic for phase steps in the region 

± π/2.  As the phase step approaches the maximum at π/2, the relationship becomes 
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increasingly non-linear.  When the phase step exceeds this limit the value of the error 

signal is ambiguous; the same signal will be generated for 2 different phase steps.  This 

is demonstrated by the highlighted pairs of points in Figure 4.4.  The result of this is that 

the SAE algorithm will return the same solution for both phase profiles.  This was 

confirmed by simulation and the results are shown in Figure 4.5.  Further implications 

of this will be discussed in Section 4.6.3. 

 

 

 

Figure 4.4 Schematic of the relationship between the error signal and the phase 

step which generated it. 

( )d r

 

Matlab simulations were conducted using plane wave input wavefronts with piston 

phase errors of varying height to test whether the SAE would return the same solution 

for two different phase step values.  In Figure 4.5(a) cross-sections of the retrieved 

phase profiles for a pair of input wavefronts with PV piston errors of -0.2λ and 0.7λ are 

compared.  Comparison of the retrieved phase profiles for both cases shows that they 

are indeed the same and that the SAE algorithm has calculated a solution for both input 

wavefronts in the monotonic region.  The same behaviour is shown in Figure 4.5(b), 

where the SAE algorithm results for wavefronts with piston errors of 0.1λ and 0.4λ are 

plotted. Therefore to ensure that the error signal represents the correct phase value, care 

must be taken to limit the size of the phase step to the ± π/2 region. 
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Figure 4.5 1D cross section of the original and retrieved phase profiles of a wavefront 

with (a) -0.2λ  and  0.7λ of piston error and (b) 0.1λ  and  0.4λ of piston error 

 

Figure 4.6 is an altered version of Figure 4.4 to summarise these findings.  The sine 

wave response of the error signal to the size of the phase step is shown, and split into 

sections.  In the central black section the SAE solution will be monotonic, in the blue 

sections the data has become multi-valued.  When the size of the phase step falls within 

the blue regions the algorithm will retrieve a phase from a corresponding point in the 

monotonic region, as discussed (and shown in Figure 4.5).  If the blue region is ‘folded 
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back’ to overlay the black portion of the curve, then this will indicate where on in the 

black region the SAE will return a phase from.  If the phase step is very large, and 

occurs in the red regions shown in Figure 4.6, then again the SAE will attempt to 

reconstruct a phase within the monotonic region but with such poor accuracy that no 

useful result can be obtained (‘fold back’ the red curve in the same way to see which 

phase will be reconstructed).  Therefore phase steps of this size should always be 

avoided, phases within the blue regions will be reconstructed but the result will be 

multi-valued and therefore ambiguous, and phase steps in the black monotonic region 

are of the optimum size for accurate reconstruction: 

 

 

Figure 4.6 Schematic of the relationship between the error signal and the phase 

step which generated it, demonstrating which regions will return a single-valued 

solution (black), an ambiguous result which could have been generated by several 

different input phase steps (blue), or a result too poor to be useful (red). 

( )d r

 

4.5 PV Wavefront Error and the SAE 

 

In Chapter 3 (Section 3.8), and then in more detail in Section 4.3.5 it was shown that the 

error signal is generated by the convolution of the input wavefront with a blur function.  

If the diversity function used is defined as . die ϕ  then the blur function is given 
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}by .  The physical width of this blur function determines the area over which the 

wavefront and diversity signals are mixed by the convolution process (see Figure 4.3 for 

details).  In 3.8.2 the effect of the blur function width on the overall sensitivity of the 

wavefront sensor was discussed.  Its effect was first discussed in the context of the SAE, 

in Section 4.3.5.   

.{ die ϕℑ

 

Following the results presented in Section 4.4 it is now possible to quantify what 

exactly is meant by a ‘small angle’.  The size of the phase step as referred to in 4.5.2, is 

in fact the local change in the phase and its slope across the width of the blur function.  

If the PV phase difference across the width of the blur function is less than ± π /2 (= 

±λ/4) then the error signal generated will be single-valued.   

 

The overall PV distortion of the wavefront, provided this condition is obeyed, does not 

affect the overall performance of this phase retrieval algorithm.  This is an important 

step forward as previous phase retrieval algorithms have required that the PV of the 

wavefront itself be limited to small angles for accurate reconstruction. This advantage 

can be maximised by increasing the sampling (increase the number of pixels/samples 

across the input wavefront) or reducing the width of the blur function. In this way it 

would be possible to push this algorithm to deal with extremely aberrated input 

wavefronts.  Gonsalves [6] presented an analytic phase retrieval solution which works 

only when the phase angle is small.  The Green’s function solution (discussed in 

Chapter 2), is also formulated for small angle use, although in practice it proved capable 

of handling larger angles. When this was the case the solution is low pass filtered, i.e.  

the algorithm reconstructed the low-order modes very well but had trouble with higher 

order modes [1].  

 

One difficulty with the SAE approach is seen when the convolution reaches the edge of 

the wavefront.  Outwith the area of the pupil, where there is no signal or a signal so 

small it is indistinguishable from the noise, any computed phase value can have no 

physical meaning.  However, as the convolution traverses the boundary, even if the PV 

wavefront error is relatively small, there may be a large enough discontinuity in the 

phase to violate the SAA.  One possible solution, which has been found to be quite 
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effective, is to use a soft-edged pupil function and thus decrease the severity of the 

discontinuity. The use of this type of pupil function is the subject of Section 4.6.2. 

 

The potential to cope with high PV phase wavefronts implies that a GPD wavefront 

sensor, when coupled with an analytic solution for the phase or an analytic algorithm 

with iterative refinement of the solution, will be a powerful device whose versatility 

will make it suitable for a much wider range of applications than previous PD wavefront 

sensors. 

 

4.6 Simulation Results 

 

Matlab simulations were conducted to assess the performance of the SAE solution 

(given by (4.13)) for a range of  input wavefronts.  The effect of the pupil function 

shape is considered to show the difference in the reconstruction accuracy when using 

hard-edged or soft-edged pupils.  At this point only circular or circularly-symmetric 

pupil functions are considered.  There is of course the possibility that this method could 

be reformulated for use with more exotically shaped apertures in future work.  Note that 

in all cases the retrieved phase profile has been windowed by multiplication with the 

hard edged pupil function which will be shown in Figure 4.7.  This was done to limit 

comparison of the original and reconstructed phase profiles to the extent of the original 

input phase profile.  The SAE, where it is unable to reconstruct the input phase 

accurately across this region, will reconstruct additional ‘wings’ to the retrieved phase 

profile in order to give a phase profile with zero mean.  Therefore the reconstructed 

phase in regions which are known to contain no signal can have no physical meaning 

and have been excluded using this windowing technique.  It should be noted that the 

SAE reconstructions, like the original phase profiles, are also of zero mean. 

 

In each case a Strehl-like Error Metric (which will abbreviated to EM)  was calculated 

to assess the performance of the SAE in terms of the overall fit of the retrieved phase 

solution to the original input phase profile.  Strehl ratio is a measure of overall quality 

of an image in comparison to the diffraction-limited case.  Strictly speaking it is the 

ratio of the central peak intensities of both the aberrated and perfect image and has a 
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value between 0 and 1, where 1 is a perfect image.  In these simulations the EM will 

also have a value between 0 and 1 where an EM of 1 would be a perfect reconstruction 

of the input phase profile.  The EM is calculated from the variance ( 2σ ) defined using 

Equation (4.18):   
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original retrieved2
2

2

 - 

EM = Strehl-like Error Metric 

N

e π σ
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⋅
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≈

∑
 ,                          (4.18) 

 

where originalϕ  and retrievedϕ  are the phase profiles used, measured in waves and is the 

number of pixels in each.  Note that the integral in (4.18) is taken over the whole of the 

phase profiles, not just over the area of the pupil.  The calculation of the EM includes a 

multiplying factor of 

N

2(2 )π in the exponent to convert the variance ( 2σ ) from waves to 

radians.  For each simulation included in this section the EM (calculated using (4.18)) 

will be given to assess the performance of the SAE solution in each situation. 

 

4.6.1 Hard-Edged Pupil  
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Figure 4.7: The Hard-Edged pupil function used in all the Hard-Edge simulations. 

 

In the first series of Matlab simulations, a hard-edged ‘top-hat’ input pupil function (as 

shown in Figure 4.7) was used.  This is the shape of pupil function that would be 

created by simply placing a limiting aperture in the pupil plane of the system, or having 
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an entrance pupil defined by the diameter of a perfect pupil lens.  It is also the pupil 

function shape which would be expected from a telescope with a continuous primary 

mirror (i.e. non-segmented and with no obscuration from a secondary mirror). 

 

 

 

Figure 4.8 Results showing the original and retrieved phase using the SAE algorithm, 

with a hard-edged pupil function, and Defocus as the diversity phase [all scales are in 

waves].  The EM for this reconstruction is 0.844. 

 

Figures 4.8 and 4.9 are the results obtained for two different test wavefronts, using 

defocus as the diversity function.  For the first example (Figure 4.8) the input phase 

profile is a pure Zernike term ( 2
6Z ).  In the second example (Figure 4.9) a phase profile 

was created using a mixture of 3 different Zernike terms ( 2 0
6 2 3, , 3Z Z Z ) with random 

weights.  In both cases the PV aberration of the wavefront was kept low to minimise the 
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size of the phase step at the boundary of the hard-edge pupil. The PV aberrations of the 

wavefront phase in Figure 4.8 and 4.9 are 1λ and 0.252λ respectively. Each figure 

contains a plot of the original and retrieved phase profiles and the difference between 

them, with their scale in waves.  Below the phase profiles in each figure is a plot of a 

1D slice through the original and retrieved phases to compare the fit of the solution to 

the original data.  The black dashed lines in the phase profiles indicate the position that 

the 1D slices were taken. The EM’s calculated using Equation (4.18) for these 

reconstructions are 0.844 and 0.994 respectively.   

 

 

 

Figure 4.9 Results showing the original and retrieved phase using the SAE algorithm, 

with a hard-edged pupil function, and Defocus as the diversity phase [all scales are in 

waves]. The EM for this reconstruction is 0.994. 
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These results are representative of a much larger range of input wavefronts which were 

tested.  Figure 4.8 and 4.9 show that, in both cases, the SAE algorithm has retrieved the 

correct overall shape, but not the correct amplitude, of the input wavefront.  This could 

be indicative of a boundary value problem.  In order to explore this possibility further a 

series of simulations were conducted using a soft-edged, Gaussian profile, pupil 

function. 

 

4.6.2 Soft-Edged Pupil 

 

A soft-edged pupil was considered next to investigate the possibility that the 

inaccuracies in the SAE were caused, at least in part, by boundary value problems.  One 

possible source of this problem is that when the blur function overlaps the hard edge of 

the wavefront, convolving the input wavefront with regions which contain no signal, 

then the slope in the signal at these points could violate  the SAA even for relatively 

small PV aberration (as discussed in Section 4.3.5) 

 

 

 

Figure 4.10  The Soft-Edged pupil function used in all the Soft-Edge simulations. The 

black dashed circle shows the extent of the original hard-edged pupil function. 
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The black dashed circle shown in Figure 4.10 shows the extent of the original, hard-

edged, pupil function.  The input phase profiles for wavefront phase ( ( )rϕ ) and 

diversity phase ( dϕ ) were defined over this limited pupil area and were set to zero 

everywhere outwith this region.    In addition to this the diversity function ( die ϕ± ) is 

multiplied by the hard edged pupil function (i.e. set to zero outwith the area of the 

pupil) to simulate the wavefront encountering a finite sized grating and lens 

combination. Where the input phase ( )rϕ  falls to zero (outside the black circle) the 

value of the wavefront ( ) will be unity.  Multiplication of the wavefront by the 

soft-edge pupil function will soften the illumination across the whole field, not just the 

area of the pupil.  Therefore, in simulation there is information outside the area defined 

by the hard-edged pupil which comes purely from the soft-edge pupil illumination 

function and not from the simulated wavefront data.  In an experimental situation the 

softened illumination would still be limited by the finite size of the entrance pupil or 

optical elements used.  For this reason the solutions for the phase presented in this 

section have been windowed by multiplication with the hard-edged pupil function to 

present data which is as realistic as possible. 

( )i re ϕ

 

For the soft-edged illumination a Gaussian pupil shape was chosen (shown in 4.10), this 

is a function that will drop gradually to zero and the ‘softness’ of the pupil can be 

altered by choosing how much of the Gaussian overlaps the input wavefront. This is 

shown schematically in Figure 4.11. 

 

Conceptually a pupil function of this kind could be created using a Gaussian profile 

probe beam to illuminate a phase target of finite size mounted onto a plane sheet of 

glass. In practical metrology a Gaussian pupil function may be easily obtained by 

illuminating the surface under test with the output from a single mode optical fibre.  Not 

only does this deliver a smooth illumination function, it is also very practical, fibre 

delivery of the illumination is a lightweight and robust solution and would allow the 

wavefront sensor to be mounted onto the end of a robotic arm, or a swing-arm 

profilometer for example.   
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In Figure 4.11 the Gaussian pupil function is shown by a dashed line, and the filled oval 

represents the input wavefront.  In 4.11(a) only the central portion of the Gaussian pupil 

is seen by the wavefront.  In 4.11(b) the sloping edges of the Gaussian pupil overlap the 

wavefront and this creates an overall ‘softer’ edge than in 4.11(a).  

 

 

 

Figure 4.11  Schematic showing the differing degrees of pupil function ‘softness’. The 

greater overlap in (b) gives a much softer edge than the one shown in (a). 

 

Caution must be exercised when using a soft-edged pupil function, to ensure that the 

illumination has a gentle slope across the pupil but that the intensity values at the 

boundary are not significantly changed since this would only create additional 

inaccuracies. This is demonstrated in Figures 4.15 and 4.16 which show the same 

wavefront tested with 2 pupil functions of different softness. 

 

For direct comparison with the hard-edged simulations, the same input wavefronts and 

diversity functions were used in the soft-edged pupil cases. The pupil function in both 

these simulations was the same, and is shown in Figure 4.10 and also in 4.15(a), where 

the effect of edge softness is discussed.    
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Figure 4.12 Results showing the original and retrieved phase using the SAE algorithm, 

with a soft-edged pupil function, and Defocus as the diversity phase [all scales are in 

waves].  The EM calculated for this reconstruction is 0.983. 
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Figure 4.13 Results showing the original and retrieved phase using the SAE algorithm, 

with a soft-edged pupil function, and Defocus as the diversity phase [all scales are in 

waves].  The EM calculated for this reconstruction is 0.9998. 

 

The results shown in Figures 4.12 and 4.13 clearly show that the use of a soft-edged 

pupil function has improved the fit of the solution to the original phase function 

considerably. Comparing Figure 4.8 and 4.12, it has been shown that the EM was 

improved from 0.844 to 0.983 when using a soft-edged pupil function. Similarly a 

comparison of Figures 4.9 and 4.13 shows an increase in the EM from 0.994 to 0.9998. 

This again would suggest that part of the problem, shown in the hard-edge pupil 

simulations, was a boundary value issue.  In fact for all the cases tested the soft-edged 
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pupil resulted in an overall better fit to the data.  This fit is however subject to several 

conditions which will be discussed in the following section. 

 

4.6.3 Factors Affecting the Fit of the Solution for the Hard and Soft-Edge Simulations. 

 

In Sections 4.6.1 and 4.6.2 results were presented which demonstrated the use of the 

SAE algorithm, with both hard and soft-edge pupil functions.  The quality of the 

computed solutions was assessed using the EM defined in Equation (4.18), and it was 

shown that for identical input parameters the soft-edge pupil function resulted in a better 

fit. However, this fit is dependent on several factors which will be discussed here. 

 

Firstly, the fit relies highly on the choice of a suitable ‘threshold’ value, which is related 

to the regularisation issues discussed in Section 4.3.4. A threshold constant is defined 

and where the PTF falls below this chosen constant the phase solution from those points 

is not calculated. This, as discussed previously, is a very simplistic approach to 

regularisation which is not suitable for experimental data but which works sufficiently 

well on simulated data.  The threshold constant provides the means to avoid a ‘divide by 

zero’ problem when using Equation (4.15) to solve for the unknown phase.  This value, 

for both the hard and soft edged pupil simulations, was chosen to be .  Therefore, 

use of this threshold should not allow any significant data to be lost but only to allow 

the simulation to run smoothly. Figure 4.14 is exactly the same simulation as the hard-

edge example shown in Figure 4.8 (see 4.8 for a plot of the pupil phase) except in this 

case the threshold has been increased to

510−

310− , by doing so the EM increased from 0.844 

to 0.988. 
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Figure 4.14 Results showing the phase retrieved by the SAE algorithm, with a hard-

edged pupil function, and defocus as the diversity phase [all scales are in waves].  This 

example is the same as the one shown in Figure 4.8, but with a different threshold 

constant.  The EM calculated for this reconstruction is 0.988, an increase in quality 

solely due to an increase in the threshold constant to 310−  (from ). 510−

 

Increasing the threshold constant means that more of the solution (about the point that 

the PTF falls to zero) has been rejected.  It would be reasonable to expect that this 

should therefore decrease the accuracy of the overall solution since more information is 

lost.  In Chapter 5, where the properties of the PTF are studied in more detail, it will be 

shown that for a defocus diversity function the PTF oscillates about zero at the edge of 

the pupil. Therefore, the frequencies in the original data which are lost by this crude 

regularisation procedure are ones which (in this case) the SAE was unable to reconstruct 

accurately (e.g. the high frequency features at the boundary) which helps explain the 
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improved fit to the data.   In the soft-edged version (results shown in Figure 4.12), the 

SAE is better able to deal with the boundary and the overall fit is very good to start with 

(EM of 0.983).  In this case increasing the threshold constant to  caused a decrease 

in image quality to give an EM of 0.974, since useful edge information was lost.  These 

results demonstrate how sensitive the SAE solution is to the threshold constant, which is 

why the results presented in Figures 4.8 and 4.12 and in 4.9 and 4.13 were deliberately 

calculated using exactly the same input parameters (except for the shape of the pupil 

function) to provide a meaningful comparison.  The regularisation issue demonstrated 

here will require a more rigorous approach which will be dealt with in Chapter 6. 

310−

 

The second factor which affects the quality of the SAE is the PV distortion of the input 

wavefront.  In all of the simulations presented in Sections 4.6.1-3 the wavefront PV 

distortions (both overall, and locally across the width of the blur function) were chosen 

to ensure that the SAA was not violated.  Simulations reconstructing wavefronts with 

very high local slopes are shown in Section 4.6.5, where iterative refinement is used to 

improve the solution. Finally, the fit is also dependent on the softness of the pupil 

function chosen.  

 

Figures 4.15 and 4.16 demonstrate the effect of pupil softness on the retrieved phase.  In 

each figure a 1D scan through the input phase and pupil function is shown, to illustrate 

the amount of overlap in each case.  In the upper plot of each figure the dotted arrows 

show the position of the edge of input wavefront and where this intercepts the pupil 

function.  In the first example only the upper central portion (11%) of the Gaussian 

pupil function is combined with the wavefront intensity. In the second example (see 

Figure 4.16) more of the Gaussian is included within the bounds of the input wavefront 

(43%), enough that the values of the intensity at its outer edges are altered. 
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Figure 4.15 (a) a 1D cross section through the input phase function and the Gaussian 

pupil function. (b)  a 1D cross section through the original and retrieved phase profiles 

for this example.  The EM calculated for this reconstruction is 0.983. 
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Figure 4.16 (a) a 1D cross section through the input phase function and the Gaussian 

pupil function. (b)  a 1D cross section through the original and retrieved phase profiles 

for this example. The EM calculated for this reconstruction is 0.969. 
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Calculation of the EM (using Equation (4.18)) confirms that the fit of the retrieved 

profile to the original phase profile in Figure 4.15(b) (EM= 0.983) is noticeably better 

than the fit shown in 4.16(b) (EM=0.969).  This indicates that multiplication of the input 

wavefront with a pupil function of this level of softness has actually reduced the 

intensity values at its edges enough to cause a new boundary value problem.  As the 

edge softness increases the fit to the original data becomes increasingly poorer.  The 

results in Figure 4.15 when compared to the hard-edged simulations (shown in Figures 

4.8 and 4.9) suggest that a slightly soft-edged pupil will give superior phase retrieval 

results for smooth (continuous) input wavefronts.   

 

The results presented thus far have shown that the SAE algorithm (based on Equation 

(4.13)), in cases where the local slope across the width of the blur function is not too 

great, is capable of getting close to the correct solution for the phase.  The next step is to 

consider whether, once this initial retrieved phase profile has been calculated, iterative 

refinement may be used to improve the solution. 

 

4.6.4 Iterative Refinement 

 
 
It has been demonstrated that the SAE analytic algorithm is capable of retrieving the 

correct structure of the input phase, but often with amplitude errors.  This may in part be 

due to a boundary value problem, and in part due to the assumptions made in the 

derivation of (4.13).  The next step is to investigate whether, using the measured data as 

‘ground truth’, an iterative stage could be added to check its validity and refine the 

solution.   

 

In a practical situation the user will have a priori knowledge of the diversity function 

used and, if there is no scintillation, the pupil function.  The only other information 

available is the measured data itself, the intensity images.  Therefore it is sensible to 

build an iterative solution which uses the measured data as the ‘ground truth’ with 

which to compare the computed solution.  When a solution is obtained the data which 

would create this phase profile can be computed using FT’s.  This calculated data and 

the measured data can be compared. If there is no difference then the solution is correct 
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(at least as far as it is possible to know).  In the case that a difference is found this 

difference may be used to formulate an iterative refinement of the solution.  

 

 

 

Figure 4.17 Flow chart of the analytic SAE algorithm with iterative refinement.   

 

A data ‘error’ image is obtained by taking the difference between the calculated and 

measured versions of each intensity image, i.e. ( ) ( ) ( )New Measured CalculatedI I I+ + += −   similarly 

for ( )NewI− .  These are called the ‘difference PSF’s’ and are input into the SAE 

algorithm to compute an ‘error phase’.  This process is illustrated by the flow diagram 

in Figure 4.17. 
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Due to the linearity of the SAE with the data this error phase can be added to the last 

obtained retrieved phase profile to create a second, new, retrieved phase profile.  This 

process is repeated until the difference between the measured and calculated data is 

minimised. The accuracy of the final phase solution will depend on several factors (as 

discussed in Section 4.6.3).  

 

Figures 4.18 and 4.19 show the results of this iterative approach for two different test 

wavefronts, both using defocus as the diversity phase.  In Figure 4.20 a simulation using 

Spherical Aberration diversity is presented.  All the scales are in waves unless otherwise 

indicated.  The EM’s for the 1st and final solutions were calculated for each example 

and are summarised in Table 4.1.  In these examples the SAE algorithm achieved a 

good initial fit to the original data analytically and iterative refinement has resulted in a 

slight improvement in each case  

 

Figure Number EM of  

1st Retrieved Solution 

EM of Final 

Retrieved Solution 

4.18 0.9997 0.9999 

4.19 0.9995 0.9997 

4.20 0.99992 0.99996 

 

Table 4.1 Comparing the EM’s calculated for the 1st and final retrieved phase profiles 

from the SAE algorithm with iterative refinement. 

 

In these examples the iterative refinement process has converged very quickly to the 

correct solution.  This was found to be the case for all smooth input wavefronts that did 

not violate the SAA conditions outlined in Section 4.4.  In cases where the PV across 

the width of the blur function violated this condition the phase solution becomes 

ambiguous and this process was unable to converge to the correct solution (discussed 

further in Section 4.6.5).  As in the soft-edged pupil simulations (see Figs 4.12 and 

4.13) the quality of the solution was reliant on a suitable choice of the ‘threshold’ 

constant (described in Section 4.6.3).  Again this was taken to be a very small value 

( ) in each case.   510−
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Figure 4.18 Original and Final Retrieved phase profiles (after 10 iterations) (a) a 1D 

cross section through each of them. Defocus diversity and a soft-edged pupil function 

were used. The convergence of the iterative solution is shown (b), the EM of the 1st 

retrieved profile was 0.9997, and the EM of the final solution was 0.9999. 
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Figure 4.19 Original and Final Retrieved phase profiles (after 10 iterations) (a) a 1D 

cross section through each of them. Defocus diversity and a soft-edged pupil function 

were used. The convergence of the iterative solution is shown (b), the EM of the 1st 

retrieved profile was 0.9995, and the EM of the final solution was 0.9997. 
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Figure 4.20 Original and Final Retrieved phase profiles (after 10 iterations) (a) a 1D 

cross section through each of them. Spherical Aberration diversity and a soft-edged 

pupil function were used. The convergence of the iterative solution is shown (b), the 

EM of the 1st retrieved profile was 0.99992, and the EM of the final solution was 

0.99996. 
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The results presented here have demonstrated that it is possible to use the 

experimentally acquired data as a quality check for the solution of the input phase.  

Also, that with this simple process it is possible to iteratively refine the solution if the 

SAA has not been violated.   

 

4.6.5 Iterations and Wavefronts with High Local Slope 

 

When the local PV phase step across the width of the blur function is outwith the 

monotonic region (±π/2) described in Section 4.4 the SAE algorithm will instead 

reconstruct a corresponding phase in the linear region (as shown in Figures 4.4 and 4.6).  

As the size of the phase step increases (beyond the monotonic region) the quality of the 

SAE solution decreases. To demonstrate this a series of Matlab simulations, using 

functions with very high slopes, was conducted.  Iterative refinement was used to 

investigate whether the SAE solution would be improved using this method. 

 

In Figure 4.21 the results of one of these simulations are shown.  The phase profiles in 

plots (a) and (b) show that the iterative algorithm has reconstructed the structure of the 

original function very well.  Plot (c) contains the difference between the retrieved and 

original phase profiles. It shows that the difference is a constant piston error, of 0.5λ.  

The results shown in Section 4.4 can be summarised mathematically to say for phase 

steps -0.25 0.25  ϕ≤ ≤ the SAE will reconstruct ϕ  correctly.  For phase steps of  

0.25 0.75 ϕ≤ ≤ the SAE will reconstruct (0.5λ)−ϕ .  Therefore in the example shown 

in Figure 4.21 the phase step across the blur function has fallen into the latter category 

and the difference between the original and retrieved phase profiles is 0.5λ.  Plot (d) 

shows a 1D cross section through the original, first, and final retrieved phase profiles.  

This shows that the structure of the reconstructed phase is correct, and that the retrieved 

solution is merely shifted with respect to the original phase by the piston error of 0.5λ 

(shown in Figure 4.21(c)).  This is consistent with the arithmetic presented in Chapter 3, 

which states that this method is blind to phase steps of nπ (0.5λ). It is also evident, by 

comparing the cross sections of the first and final retrieved solutions, that the iterative 

process has improved the solution slightly.  In the example shown 10 iterations were 
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used because it was found that, for this case, the error between the measured and 

calculated data plateaus after 10 iterations. 

  

 

 

Figure 4.21 (a) the original high slope wavefront phase (b) the reconstructed phase 

achieved after 10 iterations (c) the difference between the retrieved and original phase 

(d) a 1D cross section of the original, first and final retrieved phase profiles [all scales 

are in waves] 

 

Figure 4.22 is an example of the algorithms failure to converge when the wavefront 

slope is too high.  In this case the structure does bear some resemblance to the original 

phase profile, but with much less precision than any of the previous simulations.  In this 

case, after 10 iterations, the solution begins to diverge which means that the algorithm is 

unable to reduce the errors between the measured and calculated data. 
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Figure 4.22 (a) the original phase profile, with local slope values that far exceed the 

0.75λ limit (b) the retrieved phase profile (c) a 1D cross section of the original, first and 

final retrieved phase profiles [all scales are in waves]. 

 

From these results it may be concluded that the SAE algorithm works very well for 

phase steps of ±π/2, will reconstruct to within a piston error for phase steps from 

± π/2 to 3π/2, and will fail to provide a satisfactory solutions for phase errors beyond 

this.  Since this phase step is the local phase change across the blur function and not the 

PV of the wavefront itself, this represents a significantly large range capability and this 

algorithm should prove a very versatile phase reconstruction method for continuous 

phase distributions. 
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4.6.6 Alternate Approaches 

 

It would also be possible to implement other, well established techniques to refine the 

SAE solution, such as least squares fitting or a Steepest-Descent algorithm.   Least 

squares is a mathematical optimization technique that attempts to find a "best fit" to a 

set of data by trying to  minimize the sum of the squares of the differences (called 

residuals) between the fitted function and the data [29].  This is a well used method and 

image analysis software packages (such as Matlab) often have a built-in function which 

can perform least squares fitting.  

 

 Steepest Descent (or Gradient descent as it is also known) is another optimisation 

algorithm that is commonly used.  This algorithm approaches a local maximum of a 

function by taking steps proportional to the gradient (or the approximate gradient) of the 

function at the current point. If instead one takes steps proportional to the negative of 

the gradient, one approaches a local minimum of that function [29].  In this case the user 

would seek to minimise the difference between the actual phase profile and the retrieved 

phase profile calculated by the SAE algorithm.  The disadvantage of using this approach 

is that it can take a large number of iterations to converge if the slopes at adjacent points 

are very different.  Also, finding the optimal step size to use can be time consuming, 

and in this case a Conjugate-Gradient method can be better. Conjugate-Gradient is a 

similar, but sometimes more effective method, which works on the same principle as 

Steepest Descent but which applies different rules in the selection of the direction that 

the function should be investigated in.  This first direction chosen is the gradient of the 

value of the function at 0x , and subsequent search directions are chosen to be the 

conjugate of this gradient, hence the name.  Both of these are well know and trusted 

methods by which to optimise the iterative refinement procedure. 

 

The method presented in Section 4.3.4 is simple, effective, and has been shown to work 

well for a range of situations. It is therefore the user’s decision as to whether the added 

complexity of a Steepest-Descent or similar method would present greater benefits for 

their particular application. 
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4.7 Conclusions 

 

In Chapter 3 it was shown that a null wavefront sensor, which produces an error signal 

only for aberrated wavefronts, could be constructed using the principles of GPD.  While 

it is not always necessary for AO applications to reconstruct the wavefront, in 

metrology and other applications the ability to retrieve the unknown phase is desirable.  

By no longer being limited to the use of defocus as the diversity phase this called for the 

development of a new, non-ITE based, algorithm for phase recovery. 

 

It has been shown, using the equation derived for the error signal in Chapter 3, that an 

analytic expression for the unknown phase of a test wavefront can be derived which is 

valid for small phase angles and uniform illumination.  The extension to scintillated and 

discontinuous wavefronts will be discussed in the next chapter.  For phase retrieval the 

algorithm requires a pair of intensity images to which equal and opposite diversity 

phase has been optically applied, and knowledge of the diversity and pupil functions 

used.   

 

Regularisation, in the form of a simple threshold limit, was introduced to avoid ‘divide 

by zero’ errors at points where the PTF went to zero.  The solution had no physical 

meaning at these points and was therefore rejected.  This method is sufficient for 

simulated, noise-free, data but a more rigorous approach will be required for use with 

real experimental data. 

 

It was shown that, in the context of this algorithm, ‘small angles’ do not refer to the PV 

deformation of the wavefront, but rather to the small local areas of the wavefront 

defined by the width of the blur function.  This is a significant step forward as it means 

that this method should be capable of dealing with quite severely aberrated wavefronts 

provided that the phase change across the width of the blur function is not too steep.  

This advantage can be maximised by selecting a diversity whose blur function will have 

a very narrow width, and by increasing the sampling (number of pixels) of the 

wavefront.  For unambiguous data to be generated the phase step must fall within the 

±λ/4 (π/2) region since the error signal was shown to vary sinusoidally with the step 
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size.  It was also demonstrated that for phase steps between +λ/4 and +3λ/4 or -λ/4 and 

-3λ/4 the SAE will calculate the phase to be within the linear region at the point 

(0.5 )λ ϕ− . 

 

When this algorithm was first tested it was discovered that there were often amplitude 

errors in the reconstructed phase, but that the basic structure was well retrieved.  From 

this it was supposed that the errors may be caused by a boundary value problem caused 

when the convolution of the wavefront with the blur function reached the outer edge of 

the wavefront and the sudden change in phase slope violated the SAA. In an attempt to 

solve this problem a Gaussian profile, soft-edged, pupil function was introduced.  This 

was found to work very well, provided only the very central area of the Gaussian pupil 

function was used.  As the degree of edge ‘softness’ increased the fit of the solution to 

the original phase function decreased due to the intensity values at the edges being 

significantly altered by multiplication with the Gaussian. 

 

Finally an iterative refinement stage was introduced to improve the fit of the solution to 

the original phase function by comparison of the ‘measured’ data with the data 

calculated from the solution.  The error between the measured and calculated data 

typically converged in around 10 iterations or less, making this a very fast procedure.  

Convergence was dependent on a sensible choice of the threshold value used for 

regularisation, the degree of pupil function softness, and whether the local phase change 

across the blur function was within the linear ±λ/4 region.  The possible application of 

this iterative form of the SAE algorithm to the shaping of femtosecond laser pulses will 

be discussed in Chapter 6.   

 

In conclusion, a fast and robust algorithm has been developed to use in combination 

with the GPD wavefront sensor for phase retrieval of non-scintillated wavefronts.  This 

algorithm combines analytic and iterative elements to maximise the accuracy of the 

solution without sacrificing computational speed.  Experimental testing and further 

applications of this system to segmented optics and scintillated wavefronts will be the 

subject of the following chapters. 
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Chapter 5 

Further Study of the Small Angle Expansion Phase Retrieval 

Algorithm 

Summary of Chapter 5 

 
In Chapter 4 the Small Angle Expansion (SAE) was proposed as a new algorithm for 

the retrieval of phase information from data obtained by a Generalised Phase Diversity 

(GPD) wavefront sensor.  In this chapter we will study the fundamental properties of the 

Phase Transfer Function (PTF), whose form depends on the diversity function chosen, 

and which is used in the SAE algorithm to perform the deconvolution with the 

measured data.  Optimisation of the GPD wavefront sensor through proper choice or 

manipulation of the PTF will be considered.  In this chapter several practical examples 

of the SAE will be given.  These include its performance with non-uniform illumination 

and discontinuous wavefronts and its use within the familiar application of Phase 

Contrast Microscopy (PCM). 

 

5.1 Introduction 

 

In Chapter 3 the concept of Generalised Phase Diversity (GPD) was described and it 

was shown how a null wavefront sensor could be constructed using this principle.  In 

Chapter 4 the extension of GPD to full wavefront sensing was discussed and equations 

were presented which can be used to retrieve the unknown wavefront phase using the 

error signal provided by the GPD wavefront sensor.  The results shown in Chapter 4 

demonstrate how effective this solution is when used on simulated data.   

 

The SAE simulations presented thus far have all used continuous example wavefronts 

with uniform illumination.  As discussed in Chapter 2, one of the key driving factors for 

the development of a new wavefront sensor is the need to be able to cope with 

scintillated and discontinuous wavefronts.  In this chapter the extension of the SAE to 

these types of wavefront will be presented and its performance assessed.  In light of 
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these results, further discussion of the possible applications of this new sensor system 

will be given in Chapter 6.  

 

In Chapter 4 it was shown that the SAE is simply a deconvolution process between the 

measured phase diverse data and the Phase Transfer Function (PTF). The PTF is created 

by the properties of the phase diversity filter function programmed into the diffraction 

grating.  Therefore, the user has full knowledge of the PTF and can choose a function 

whose properties will suit their particular application.  In this Chapter the PTF will be 

studied in more detail.  The question of whether the PTF may be optimised for 

particular applications, which will be called ‘PTF Engineering’, will be discussed.  

Practical implications of the form of the PTF will be considered here and extended in 

Chapter 6 where the GPD sensor and SAE algorithm will be tested experimentally.   

 

Finally, in this chapter a famous example of phase diversity will be studied.  The Phase 

Contrast Microscope (PCM) is a widely used technique, particularly in the field of 

Biology.  In this method small phase changes created by the sample are observed by 

adding a phase shift to the measured images.  In this chapter it will be shown that the 

PCM phase shift can be made to satisfy the symmetry conditions for GPD.  Simulations 

will be presented which show the performance of a GPD sensor with PCM diversity 

with the SAE used to analyse the data.   

 

5.2 The Phase Transfer Function 

 

In Chapter 4 it was shown that the phase of a wavefront may be reconstructed using the 

GPD null sensor error signal (given by Equation 3.16) and the Phase Transfer Function 

(PTF) created by the diversity filter function.    Equation 4.13, reiterated below, shows 

that the error signal ( ) is the result of the convolution of the input phase (( )d r ( )rϕ ) 

with the phase blur function ( ( ) { ( ) ( )}m et r i R r Iξ ξ= ℑ − ): 

 

0

( ) ( ) ( ) ( )
4 ( )

ir
m e

d r d i R r I e
I r

ξξ ξ ξ ξ −⎡= Φ −⎣∫ ⎤⎦  .                               (4.13) 
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The form of this equation will differ if, instead of the wavefront phase, the imaginary 

part of the wavefront ( ( ) { ( )}a r A ξ= ℑ ) is reconstructed.  However, the decision of 

which wavefront property to reconstruct will have no affect on the PTF itself, and this 

function is the only part of the inverse problem which the user can choose.  It is 

therefore vital that the diversity function is chosen to provide the most useful PTF for 

any given application.  The form of the PTF will determine which spatial frequencies 

will be sampled best and, in regions where it falls to zero, which frequencies the 

reconstruction will be blind to.  As mentioned in Chapter 4 there is also a classic 

regularisation problem which arises whenever the PTF falls to zero, so care must be 

taken to minimise this effect where possible and to provide good regularisation when 

zero-points are unavoidable.  This will be discussed further in Chapter 6. 

 

In the following sections the form of the PTF for several allowable diversity filter 

functions will be studied and compared.  In Section 5.2.2 the question of optimisation 

and whether the PTF can be specifically chosen to have minimal numbers of zero 

crossings will be addressed.  

 

5.2.1 Comparisons of the PTF’s Generated by Different Diversity Functions. 

 

The PTF is formed by a combination of the real and imaginary parts of the diversity 

filter function. The overall structure and form of allowable diversity filters (see the 

conditions presented in Chapter 3) can vary greatly from function to function, and so 

too can their associated PTF’s.  In this section some examples of PTF’s will be given 

and their properties discussed. 

 

In Equation 4.13 the PTF, in the Fourier plane, is given by ( ) ( ) ( )m eT i R r Iξ ξ= − ξ .  This 

may also be written in the form given in Equation 5.1, and it is this equation which is 

used to generate the PTF’s included in this section: 

 

 { }( ) [ ( ) ( )] ( ) [ ( ) ( )] ( )m e e mT h r i r r r h r r r iξ = ℑ ⊗ ⋅ − ⊗ ⋅ r  .                    (5.1) 
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Matlab simulations were conducted to simulate the PTF which would be generated by 

several different allowable diversity functions.  The results obtained from 4 of these are 

shown in Figures 5.1 to 5.4.  These include defocus ( 0
2Z ) and spherical aberration ( 0

4Z ), 

since much comparison has been made between these functions in previous chapters.  

Also chosen for inclusion here were the results from astigmatism ( 2
2Z ) and the higher 

order aberration 6
6Z , although both of these are allowable functions by their symmetry 

properties, they shall prove to be unsuitable for reasons which shall be discussed.  In 

each case the strength of the diversity filter function was set to 1λ and (see 

Equation (5.1)), the real part of the input wavefront,  was assumed to be a plane wave of 

unit amplitude limited by a hard edged pupil function. All scales are in waves unless 

otherwise stated. 

( )h r

 

In each cross section plot of the PTF’s (plot (c) in Figures 5.1-5.4) the lens aperture 

representing the transparent region of the camera lens is shown by the red dashed line.  

Points where the PTF is low valued (crosses the zero position on the y-axis) will lead to 

regularisation problems (as introduced in Chapter 4). These are highlighted by the 

dotted circles in each of these plots. 

 

Figures 5.1 and 5.2 show the results obtained from the two radially symmetric diversity 

filters; defocus and spherical aberration.  In both cases the 1D scan of the PTF shows it 

to be zero at the origin (the centre of the plot at n/2 where n is 128 pixels in these 

examples); this is not unexpected. The real part of the diversity function, , is 

related to the Cosine of the diversity phase which will be 1 at the origin.  However, the 

imaginary part, ,  depends on the Sine of the diversity phase and will therefore go 

to zero at the origin.  From the form of Equation (5.1) it may be expected that wherever 

either the real or imaginary part of the diversity phase goes to zero, so too will the PTF.  

This will therefore always be the case at the origin.  All the arithmetic presented thus far 

is based on the assumption that the difference image should go to zero for plane 

wavefronts.  For this reason this analysis is blind to piston error provided that the 

wavefront is flat, and therefore any d.c term present will be neglected.  This d.c term 

would be located at the origin in Fourier space and thus is cancelled by the null in the 

PTF at this position.  If the sum of the intensity images, instead of their difference, were 

( )er r

( )mi r

( )d r
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considered then even for suitable GPD functions the signal will not be zero for plane 

wavefronts.  This fact may allow a second analysis to be performed using the sum 

image to reconstruct spatial frequencies near the origin which are lost in the present case 

wherever the PTF goes to zero.  Further study of the potential and usage of the sum 

image will be confined to future work. 

 

 

 

 

Figure 5.1 a) The phase of the diversity filter function (defocus) b) The PTF this 

generated (in Fourier space) c) a 1D scan of the PTF, through the line shown in plot b. 
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Figure 5.2 a) The phase of the diversity filter function (spherical aberration) b) The 

PTF this generated (in Fourier space) c) a 1D scan of the PTF, through the line shown in 

plot b. 

 

As it has now been ascertained that the PTF should tend to zero at the origin for all 

suitable null sensor diversity filters, the behaviour of the PTF across the width of the 

pupil must be compared to discover the most suitable functions to use.  To allow 

regularisation to be implemented more easily, and also to minimise the loss of 

information, a desirable diversity function should have a PTF with as few ‘zero 

crossings’ as possible (highlighted by the dotted circles in Figures 5.1-4). Wherever 

these crossings occur the frequencies contained in that part of the wavefront will be 

irretrievably lost.  Since it is unavoidable that all functions should have at least one such 

crossing at the origin it would be preferable to use a function whose PTF recovers 

quickly, rising sharply about the origin, to sample as many of the low frequencies as 
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possible.  With these qualities in mind it is now possible to assess the relative suitability 

of the two functions presented in Figures 5.1 and 5.2. 

 

In Figure 5.1(c) the defocus filter PTF is shown to have 2 zero crossings (in addition to 

the origin) compared to 6 for the spherical aberration filter PTF shown in 5.2(c). 

However, the slope of the spherical aberration PTF is much higher than that of the 

defocus, and will therefore recover more quickly to sample the frequencies about the 

zero points.  Therefore regularisation will be more of an issue when using spherical 

aberration diversity but the loss of information should not be too detrimental.  

 

 

 

Figure 5.3 a) The phase of the diversity filter function (Astigmatism) b) The PTF this 

generated (in Fourier space) c) a 1D scan of the PTF, through the line shown in plot b. 
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Figure 5.4 a) The phase of the diversity filter function ( 6
6Z ) b) The PTF this generated 

(in Fourier space) c) a 1D scan of the PTF, through the line shown in plot b. 

 

Figures 5.3 and 5.4 contain the same results, as calculated for astigmatism and one 

higher order aberration 6
6Z .  Considering only 5.3(c), the 1D section of the astigmatism 

PTF, it would appear that it is as favourable as the defocus PTF (see 5.1(c)).  However, 

looking at 5.3(b) this is clearly shown to be untrue.  In the astigmatism PTF there is a X 

like structure of zeros within it which is not seen by the 1D section because it is not 

trivial to take the slice at 45º to either axis.  The X-like structure is particularly 

detrimental as it causes a loss of both low and high frequency information, unlike a ring 

of zeros which would only affect one or the other.  This extended area of zeros within 

the PTF makes this an unsuitable diversity function to use as the loss of information 

would be too great.  Figure 5.4 shows a similar problem with the higher order aberration 
6
6Z .  The structure of this function (shown in 5.4(a)) is a disc with a large flat region for 
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much of its area and a high frequency ripple around the edges.  Subsequently the PTF 

formed from this function has a large extended region of zeros, and only selected high 

frequency structures would be reconstructed at all.  For most applications this would be 

completely unsuitable, therefore Zernike functions of this form should not be 

considered for use in a GPD wavefront sensor. 

 

In this section results have been presented which have allowed, at least in the broadest 

sense, the desirable properties of a PTF to be described and some examples of suitable 

and unsuitable functions shown.  The next question to ask is whether there is any way to 

manipulate the PTF, using combinations of filter functions, to optimise the performance 

of the wavefront sensor. 

 

5.2.2 Possible Optimisation of the PTF 

 

This section will address the issue of optimisation of the PTF through use of more than 

one diversity function.  In combining functions to create new, and hopefully improved, 

PTF’s the method of combination must also be considered.  The most practical solution 

is to add the diversity phases linearly.  In a real experiment this could perhaps be 

implemented using a crossed grating, where the rulings in one direction apply one 

diversity and the rulings in the perpendicular direction add a second diversity phase. 

The question here is whether using linear combinations of different diversity phases the 

zero points can be cancelled out completely, or bunched at the edges of the pupil, to 

simplify the regularisation problem and maximise the sensitivity of the wavefront 

sensor. 

 

5.2.2.1 Crossed Gratings: A Method of Applying Multiple Diversities 

 

A practical means of applying more than one diversity phase to the input wavefront 

would be to use ‘crossed gratings’.  A pair of GPD phase gratings are physically placed 

together such that their rulings are positioned perpendicular with respect to each other 

(i.e. crossed).  In Figure 5.5 an example of such a pair is given.  The orientation of the 

diffraction orders produced by each grating is shown in this diagram.  To identify which 
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diffraction spot belongs to which grating the notation used is  where is the 

number of the grating (1 or 2 in this example) and is the order number (i.e. ±1 or 0). 

m
n G m

n

 

 

 

Figure 5.5 A pair of GPD gratings which can be ‘crossed’ by overlaying them.  Their 

associated diffraction orders and their relative orientation is also shown. 

 

There are two possible patterns (see Figure 5.6) which could be produced when 

Gratings 1 and 2 are overlaid.  Which pattern is observed will depend on the grating 

etch depths.  If Gratings 1 and 2 are considered to be simple two-level phase gratings 

then light of wavelength λ will be diffracted by the grating provided the phase delay, 

defined by the etch depth, is not modulo 2π.  In this description a wavelength will be 

said to ‘see’ a grating if the etch depth for this wavelength is not modulo 2π.  Figure 5.6 

contains a plot of the two possible outputs of crossed gratings.  If both gratings have the 

same etch depth, then a single wavelength 1λ  will ‘see’ both gratings and the pattern in 

Figure 5.6 (a) will be produced.  This same pattern will also be observed if the gratings 

are etched such that two input wavelengths, 1 & 2λ λ , will each ‘see’ both gratings.  The 

second option is for Gratings 1 and 2 to be each etched to give a phase delay of an 

integral number of 2π for one of the input wavelengths (e.g. Grating 1 has an etch depth 
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of modulo 2π for λ1, but will be ‘seen’ by λ2).  When this is the case each wavelength 

will only ‘see’ one grating, the other will appear to be simply a sheet of glass,  and the 

output will not be combined in the same manner as in Figure 5.6.(a).  The diagram in 

Figure 5.6 (b) shows what this pattern would look like.  This principle was first 

described by Dammann [1] whose Colour Separation Gratings used stepped phase 

structures in a single grating to separate incoming white light into its component 

wavelengths (each being diffracted into a different order).  Dammann’s colour 

separation technique is currently in use today in a wide field of applications and 

therefore fabrication of gratings of this type is well understood and relatively simple [2]. 

 

 

 

Figure 5.6 The diffraction pattern created when (a) Grating 1 and 2 are etched to the 

same depth (both designed for λ1) or etched such that λ1 and λ2 ‘see’ the same grating 

(b) grating 1 and 2 are etched such that λ1 and λ2 each only ‘sees’ one grating. 

 

The same effects as described in Figure 5.6 would be generated if the gratings were 

designed to respond to different polarisations instead of different wavelengths.  Use of 

crossed gratings conveniently allows the linear combination of two different diversity 

phase filter functions.  In the next section some simulated examples of linearly 

combining diversity phase terms will be presented.  This will be done to determine 

whether the new PTF’s created will give better performance than either diversity term 

would achieve individually.  
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5.2.2.2 PTF Engineering By Linear Combination Of Diversity Phase Terms. 

 

In Section 5.2.1 it was shown that a defocus filter function produces a PTF with very 

few zero crossings (3 including the origin) compared to spherical aberration (7 in total) 

but with lower slope around the zero regions thus giving a slower recovery in sensitivity 

compared to the spherical aberration filter PTF.  Here it shall be considered whether a 

combination of these two diversities can lead to a more ideal PTF with few zero 

crossings and high slopes wherever zeros are unavoidable.   

 

In Figure 5.7(a), 4 sets of results are plotted which demonstrate the effect of adding 

defocus to the spherical aberration diversity function.  The amount of spherical 

aberration is gradually decreased, while the amount of defocus added is set at a constant 

1 wave of PV error thus the relative strength of the defocus term in the combination 

filter function increases.  The results show that the addition of the defocus term spreads 

the PTF out towards the edge of the pupil (shown by the pair of solid vertical lines).  

The overall number of zero crossings, compared to the spherical aberration PTF on its 

own, decreases as the relative strength of the defocus term increases. Simultaneously the 

PV amplitude of the combination PTF is reduced.  Figure 5.7(a) shows that by the time 

the spherical aberration term is reduced to 1/3 its original value (0.3λ) the combination 

PTF contains an extended region of almost zero amplitude.  This has therefore become 

unsuitable, for the same reason as the example in Figure 5.4; too much information 

would be lost due to the low amplitude region.  From these results it was concluded that 

this combination of defocus and spherical aberration does not produce any significant 

benefit.  While it was possible to reduce the number of zero crossings within the pupil 

the reduction in overall PTF PV amplitude negated this benefit through loss of 

sensitivity. 

 

Figure 5.7(b), in which the spherical aberration contribution to the diversity function is 

subtracted from the defocus term, yields a much better result.  This plot shows that, for 

each of the 4 cases tested, the combination PTF has a sharper peak at the origin than the 

defocus-alone PTF and less zero-crossings within the area of the pupil than the 

spherical-aberration-alone PTF.  Performing the combination in this manner has 
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successfully managed to produce PTF’s which possess the best qualities of each of their 

component parts.   

 

 

 

Figure 5.7 Cross sections of the simulated PTF’s for linear combinations of defocus 

and spherical aberration, combined by (a) addition and (b) subtraction. 
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The results shown in Figure 5.7 would suggest that, due to the narrower peak at the 

origin, the subtraction-combination of defocus and spherical aberration ( )0 0
2 4d Z Zϕ = −  

should be more sensitive to lower order aberration modes than the addition-combination 

equivalent ( 0 0
2 4d )Z Zϕ = + . To test this hypothesis a series of Matlab simulations were 

conducted to compare their relative sensitivities when reconstructing low order modes.  

Figure 5.8 shows one example of this, giving cross sections of the original and retrieved 

phase profiles for an astigmatic wavefront with the 0
21 0.4 0

4Z Zλ λ⋅ ± ⋅  diversity 

functions.  This plot shows that, despite being noisy, the subtraction-combination has 

given a slightly better fit to the original phase than the addition-combination.   

 

 

 

Figure 5.8 Cross sections of the original and retrieved phase profiles for an astigmatic 

input wavefront with two different diversity functions created by adding (‘+ combo’) or 

subtracting (‘- combo’) a defocus and a spherical aberration diversity phase term. 

 

Other combinations of diversity terms were tested and in many cases it was found that a 

new PTF could be generated to combine the best properties of its constituent diversity 

phases.  Whether the best result is obtained by the addition or subtraction-combination 

depends on the form of the original PTF functions and the relative strengths of the 
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diversity phase terms.  In some cases both methods of combination produced equally 

good PTF’s (in terms of slope and number of zero-crossings).  The decision as to which 

is ‘best’ would have to be assessed by testing the sensitivity of each combination to 

particular examples of aberrated wavefronts. 

 

Interestingly it was also found that polynomials which individually are completely 

unsuitable for GPD due to extended zero regions (see for example Figure 5.4) could be 

combined with a second diversity to produce a useful function.  One example of this is 

given in Figure 5.9 which shows the PTF’s of defocus ( 0
2Z  - as in Figure 5.1), the 

higher order Zernike 6
6Z  (as in Figure 5.4) , and the resulting PTF of their combination 

in plots 5.9(a)-(c) respectively. 

 

 

 

Figure 5.9 2D plots of the generated PTF’s for (a) defocus only, (b) higher order 

aberration 6
6Z  only and (c) the linear combination of the diversity phases used to create 

the PTF’s in plots (a) and (b) [scales are in waves] 

 

In conclusion, it was found that optimising the PTF through linear combination of 

diversity terms (by addition or subtraction) is a viable option.  In Chapter 3 it was 

concluded that there exists some potential for optimisation of the GPD sensor for 

particular applications through careful selection of the diversity function.  PTF 

169 



Chapter 5: Further Study of the Small Angle Expansion Phase Retrieval Algorithm 
 
engineering presents a method for performing this optimisation.  By investigating the 

effects on the PTF of combining different diversity phases, varying their relative 

strengths and the method of combination the user will be able to select a diversity 

function which provides the best sensitivity for their given application.  The range of 

possibilities is huge, by considering combination as well as single phase diversity 

functions the likelihood of finding an optimum function is greatly increased.   

 

In all the PTF plots presented thus far it has been shown that, in accordance with the 

theory, the PTF will go to zero at the origin.  The result of this is poorer sampling of 

low spatial frequencies than that of the higher spatial frequencies, this is accentuated by 

the curved shape of the PTF around this point.  A PTF with a sharp ‘notch’ shaped 

region at the origin would perhaps help to minimise the problems encountered at low 

spatial frequencies.  In search of a function which would produce such a PTF the Phase 

Contrast Microscope (PCM) was studied. The results of this investigation are the 

subject of the next section.  Whether or not PCM may be used to help to optimise the 

GPD sensor at low spatial frequencies will also be covered in later sections.  

 

5.2.3. The Phase Contrast Microscope  

 

The Phase Contrast Microscope (PCM) was first proposed by Frits Zernike in 1934, this 

discovery earned him a Nobel prize which was awarded in 1953. Since then it has 

become a valuable tool in a wide variety of fields; principally medical and biological.  

PCM optically converts minute phase changes induced by transparent specimens into 

amplitude variations in the resulting image.  This allows many delicate biological 

specimens to be imaged in their natural state, whereas previously these specimens were 

killed, fixed and stained to be studied.  As a result the dynamics of ongoing biological 

processes and cultures can be observed using PCM.   Larger specimens, due to 

scattering and diffraction around their edges, are also easily visualized using this 

technique.  The sensitivity of PCM to small changes in refractive index of the sample 

also makes this useful in industrial fields such as crystallography and studies of 

polymers [3]. 
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Figure 5.10 shows images of living human glial brain tissue (grown in culture) captured 

using PCM and Bright Field Microscopy (BFM).  In the BFM image (Figure 5.10(a)) 

only areas with high refractive index (the membrane and nuclei for example) have been 

imaged clearly whereas in the PCM image (Figure 5.10(b)) the internal features and 

cellular attachments are imaged with good contrast. This example demonstrates the 

usefulness of PCM and was taken from the Nikon website [4]. 

 

 

 

Figure 5.10 Images of living human brain tissue captured using (a) Bright field 

microscopy and (b) Phase contrast microscopy.  Taken from the Nikon website [4]. 

 

PCM is employed as an imaging method for transparent specimens which, although 

they do not create amplitude modulation on the transmitted wave, do alter the phase of 

the input wavefront.  Even samples which are physically very small or optically thin 

will have some effect on the phase of the input wave due to variations in thickness or 

refractive index (or both).  A wavefront encountering such a sample is separated into 2 

parts; a surround wave (which is unaffected or passes around the sample) and a 

diffracted wave (which has been phase modulated by the transmission).  The Optical 

Path Difference (OPD) which is imposed on the diffracted wave is, for most biological 

specimens, very small.  For example, single cells grown in tissue culture will yield an 

OPD of approximately λ/4 (for green light) [3].  With a phase shift between the 

surround (also known as the zeroth-order wave) and the diffracted wave of only λ/4 

when they recombine in the image plane these waves will be π/2 out-of-phase.  An 

additional phase shift of π/2, added before these waves are recombined, would allow 
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them to interfere at the image plane.  This interference would create a change in contrast 

and effectively turn the resulting image into an amplitude object that can be captured on 

camera.   

 

In his original description of the PCM Zernike proposed that the phase shift be applied 

to only the very centre of the objective’s rear focal plane.  In practice PCM is 

implemented in microscopes built for BFM.  To convert between BFM operation and 

PCM a phase plate is placed at (or close to) the back focal plane of the objective.  These 

phase plates are designed for use with particular condenser annuli, which are used to 

produce conical illumination of the specimen in BFM.  The condenser annulus is 

focussed onto the phase plate and the region of the phase plate this illumination covers 

is called the conjugate area.  The conjugate area is either raised or sunk with respect to 

the rest of the phase plate such that the etch depth will apply the required phase delay to 

the beam for PCM imaging.   In positive contrast PCM the phase delay is +π/2 and 

negative contrast PCM applies a delay of -π/2.  Figure 5.11 shows the difference 

between positive and negative phase contrast filters, and shows their annular design 

which has been chosen to match the ring illumination of the annular condenser. 

 

 

Figure 5.11 Schematic showing the physical difference between positive and negative 

contrast phase plates for PCM. 

 

In PCM the input wavefront is passed through a distorting medium (the sample) and a 

solution is obtained through the addition of an extra phase term.  In a sense therefore 

this can be thought of as a technique akin to phase diversity.  With this in mind the 

symmetry of a PCM phase shift function was studied to determine whether it would 

meet the requirements for GPD wavefront sensing [5].  The phase shift can be written as 
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{ }2 . PCMπ λ ϕ , where PCMϕ  is the shift applied.  The total phase shift required is 

.  If, as in general PD, one aberrated and one aberrated image is to be 

compared then this phase shift would be applied to just one of the images.  In this case 

we find that the phase shift function would be unsuitable for GPD since the real part of 

the phase function 

(/ 2 or / 4π λ )

[ ]( )exp .( 2)i π−  is zero ( )[ 2] 0,  [ 2] 1Cos Sinπ π= = .  This violates 

the necessary condition that any function suitable for GPD must be complex.  However, 

if as in Curvature Sensing (CS) the diversity is applied in equal and opposite amounts to 

generate a pair of phase diverse images then the phase function becomes [ ]exp .( 4)i π± .  

In this case the filter function is complex and is suitable for GPD wavefront sensing.  It 

is this form of the filter function which has been used in the following simulations. 

 

5.2.3.1 PCM – Its PTF and Performance as a Diversity Function 

 

The next step was to test the accuracy of PCM as a phase diversity function for GPD.  A 

pupil plane system was created in simulation and the PCM diversity [ ]( )exp .( 4)i π±  

was applied to the central pixel of the FT of the wavefront ( )( )ξΨ .  It was found, 

through simulation, that increasing the size of the phase shifted region decreased the 

accuracy of the phase reconstruction.  The one pixel shift used was chosen to 

demonstrate the ideal case. 

 

Figure 5.12 shows the PTF calculated for the PCM diversity function.  As this plot 

shows, since the phase shifted area is so small (1 pixel), the PTF drops very sharply to 

zero at this point, and this point only.  Therefore the amount of low spatial frequency 

information lost should be minimised in this case, compared to those studied previously 

in Section 5.2.1.  Figure 5.12 also shows that, apart from the region very close to the 

origin, the PTF has a ‘top-hat’ structure that should mean that it samples evenly across 

the range of spatial frequencies.  By the definitions given earlier this PTF should give a 

good performance when used in the SAE algorithm.  A number of simulations were 

conducted to test this, and the results of some of them are given in Figure 5.13 to 5.15. 
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1D Cross section of the PTF for a PCM diversity function

 

Figure 5.12 A 1D cross section of the PTF when the diversity function used is a simple 

constant phase shift at the origin, simulating the operation of the PCM. 

 

Three different input wavefronts were tested, and each used the same PCM diversity 

function (whose PTF is shown in Figure 5.12).  The three examples chosen show the 

performance of the PCM GPD function with defocus ( 0
2Z  - an example of low 

frequency structure), a higher order aberration ( 1
7Z −  - a high frequency example), and 

the same random wavefront used in Chapter 4 in Figures 4.9 and 4.13 (created using a 

mixture of 2 0
6 2 3, , 3Z Z Z ).  Note that in all of these simulations the same soft edged pupil 

and threshold (regularising constant) was used in the SAE algorithms (see Chapter 4 for 

details).  
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Figure 5.13 The original (a) and retrieved (b) phase profiles generated by the SAE 

algorithm for a defocused wavefront with the PCM diversity filter function [scales in 

waves].  A 1D section of these profiles (taken along the black dotted line in plots (a) 

and (b)) is shown in (c). 

 

Figure 5.13 shows the SAE retrieved results for a defocused wavefront with PCM 

diversity.  The Error Metric (EM) for this reconstruction (calculated as described in 

Chapter 4 Section 4.6) is 0.998.  As this plot clearly shows the fit of the retrieved phase 

to the original phase profile is very good, with the only difference being the fit at the 

central peak.  By the nature of the PTF for this diversity function (see Figure 5.11) 

problems at the origin (in Fourier space, therefore corresponding to low spatial 

frequencies) are anticipated.  A low frequency structure such as defocus will be affected 

by this and therefore the deterioration of the fit to the peak of this function is not 

unexpected.  By the same argument this diversity function should perform very well 
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with high spatial frequency information.  An example of this is studied in the simulation 

shown in Figure 5.14. 

 

 

 

Figure 5.14 The original (a) and retrieved (b) phase profiles generated by the SAE 

algorithm for a 1
7Z −  input wavefront with the PCM diversity filter function [scales in 

waves].  A 1D section of these profiles (taken along the black dotted line in plots (a) 

and (b)) is shown in (c). 

 

Figure 5.14 demonstrates that the PCM diversity has retrieved the high frequency test 

wavefront with high accuracy.  The EM for this reconstruction is 0.992.  This example 

shows that the PCM function deals well with high frequency information with a small 

amount of error on the two largest peaks.  These simulations are representative of a 

large number of similar tests which all followed the same trend; that low frequency and 
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3

high frequency structures were both reconstructed to high accuracies with small errors 

at the peaks.   

 

Finally, since in any real situation it is more likely that the input wavefront is a made of 

a combination of error terms a wavefront, created using a linear combination of 
2 0
6 2 3, ,Z Z Z  with random weights, was used.  This example is the same wavefront used in 

the hard edge and soft edge pupil simulations from Chapter 4.   

 

 

 

Figure 5.15 The original (a) and retrieved (b) phase profiles generated by the SAE 

algorithm for a random input wavefront with the PCM diversity filter function [scales in 

waves].  A 1D section of these profiles (taken along the black dotted line in plots (a) 

and (b)) is shown in (c). 
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Figure 5.15 has shown that the PCM diversity function has produced an excellent fit to 

the original phase profile.  In this case the EM is 0.9996 (as compared to 0.994 for the 

hard edge defocus diversity example and 0.9998 for the soft edge case – see Chapter 4 

for details).  For comparison purposes the PV amplitude of this random example was 

kept the same as the Chapter 4 simulations (PV = 0.167λ).  This is a much smaller 

phase angle than the other examples in this section (Figure 5.13 = 0.5λ PV and Figure 

5.14 = 1λ PV) which explains why there are no errors in the peak amplitudes in this 

case. 

 

The results presented in Figures 5.13-15 have demonstrated that a diversity function 

which creates a phase shift of the central pixel by π/2, thus simulating the operation of a 

PCM, is highly suitable for use in GPD wavefront sensing.  The results show a good fit 

to the original data with small errors occurring when the FT of the input phase is 

concentrated at the origin.  The form of the PTF (shown in Figure 5.12) would suggest 

that this function would perform better (i.e. lose less low frequency information) than 

say defocus.  The results in Figure 5.15 show that this is the case when comparing it to 

the hard edge example (from Chapter 4) and the EM is only slightly less than the soft 

edge example (also from Chapter 4).  

 

In Section 5.2.2.2 it was determined that there was potentially significant advantages to 

be gained by using a linear combination of Zernike filter functions instead of using 

these singly.  Finally the combination of the PCM diversity function with a Zernike 

filter will be studied to see if the sharp notch-like PCM PTF will improve the sensitivity 

of the combination filter to low spatial frequency aberration modes. 

 

5.2.4 PTF Engineering using PCM in Linear Combination with a Zernike Filter 

 

In the previous section it was shown that a diversity function based on the concept of 

the PCM performed very well in simulation, providing retrieved results with good fit to 

the original phase profiles.  A final attempt at ‘PTF Engineering’ was attempted by 

creating a combination of the defocus and PCM filter function to see if this would give 

better performance than either function individually. 
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The combination diversity phase dϕ  was created by adding a λ/8 phase shift on the 

central pixel of a defocus phase, a cross section of this is shown in Figure 5.16. The 

intensity images in the ±1 orders are generated by adding ± dϕ , therefore there will be 

the full λ/4 phase shift between these images required for PCM.  

 

 

 

Figure 5.16 A 1D cross section of the 2D PTF for the combination of defocus and PCM 

diversity phase. 

 

The PTF shown in Figure 5.16, due to the PCM phase shift component, has a sharp drop 

to zero at the origin compared to the defocus only PTF (see Figure 5.1).  It is unclear 

from this plot alone whether this will lead to an increase in accuracy compared to the 

retrieved phase solutions from defocus and PCM alone.  This PTF achieves the aim of 

having the minimum number of pixels affected by the zero point (at the origin) and a 

sharp recovery about this point, but in effect only a few pixels have been altered by the 

addition of the PCM term which may not prove to be enough to make a positive impact 

on the results.  To study this further a series of simulations were conducted to calculate 

the EM’s of the retrieved phases calculated for 2 different input wavefronts using 

defocus and PCM singly and in combination.  The two input phase profiles chosen were 

defocus ( 0
2Z ) and the higher order aberration 4

10Z  to compare the performance of the 
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diversity functions with a low and a high frequency example.  Table 5.1 shows the 

EM’s of the SAE retrieved phase profiles for each example: 

 

 EM’s 
Diversity 
Function 

Low Freq. example ( 0
2Z ) High Freq. example ( 4

10Z ) 

Defocus 0.99945 0.99964 
PCM 0.99939 0.99966 
Defocus + PCM 0.99918 0.99957 

 

Table 5.1  EM’s for the SAE retrieved phase profiles for several simulations to compare 

the performance of defocus and PCM used both singly and in combination. 

 

The results in Table 5.1 clearly show that, in both examples, the combination of PCM 

and defocus did not give greater accuracy than either of these diversity functions when 

used separately.  There is not a great deal of difference between any of the results, they 

are all of an acceptably good standard, however these results suggest that there is no 

benefit to be gained from their combination.  Several sets of simulations were 

conducted to combine PCM with another Zernike diversity function and in each case the 

accuracy of the combination solution was lower. 

 

5.2.5 Studying the PTF and PTF Engineering: Conclusions  

 

In this section it has been shown that merely satisfying the conditions for use in a GPD 

null sensor does not guarantee good performance as a diversity function.  The question 

of what constitutes a good diversity function has been approached through study of the 

PTF that it generates and an attempt to identify the qualities in a PTF that will lead to 

more accurate reconstructions has been presented.   It has also been seen that the well 

known PCM technique performs particularly well as a GPD filter function. 

 

In a practical situation the user will have complete control of the diversity function 

chosen to create their data.  Analysing the PTF of the diversity function is just one tool 

to aid the user in making an informed choice about which diversity function is most 
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suited to their application.  An investigation was conducted to find whether 

combinations of diversity functions could be used to combine the useful traits of each of 

the functions to maximise the SAE performance both in terms of accuracy and stability.  

Linear combination of the component filter functions was chosen due to the relative 

simplicity of applying this in a real situation using crossed gratings.  In each case tested 

it was found that at least one of the combination methods (addition or subtraction) 

resulted in a new PTF which combined the best qualities of each of its component 

diversity phase PTF’s. 

 

There may be other ways in which several diversity functions can be combined to 

optimise the performance of the GPD sensor.  However, the user will have to decide 

whether the improvement gained warrants the added complexity of design and 

implementation.   

 

5.3 Extending the SAE  

 

Thus far the development of GPD and the SAE algorithm has been covered in detail and 

shown to work well with a variety of diversity functions and input wavefronts.  Up to 

this point this study has been confined to continuous wavefronts and wavefronts with 

uniform illumination.  One of the main science drivers behind this project was the need 

for a wavefront sensor which would provide accurate wavefront sensing of scintillated 

and discontinuous wavefronts.  The reasons for this were discussed in detail in Chapter 

2 and will be revisited briefly in Chapter 6 when several possible applications of the 

GPD SAE sensor system will be considered.  The next step is to extend the SAE 

analysis to investigate its behaviour in the presence of non-uniform illumination.  This 

will be covered in the next section and followed by an example of the SAE’s 

performance with a discontinuous wavefront in which a series of simulations of a 

tessellated segmented telescope mirror will be presented. 
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5.3.1 Use of the SAE with Non-Uniform Illumination 

 

Scintillation modelling is a complex topic in itself and one which could easily fill a 

thesis on its own, such a study is outwith the scope of this project.  To begin to study the 

effects of non-uniform illumination on the accuracy of the SAE solution this problem 

will be reduced to its simplest form.  The non-uniform illumination will be represented 

as comprising a d.c component modulated by an a.c ripple.  If the SAE proves incapable 

of dealing with such a simplified version, then the chances of it handling full 

scintillation are small where, in addition to modulation of the intensity, information has 

been lost.    

 

Firstly, note that the analysis presented thus far has not made any assumptions that 

preclude the use of this technique with non-uniform illumination.  A scintillation pattern 

is still a real function, and as such should be recognised by the GPD sensor.  In the past 

the Defocus-only Phase Diversity (DPD) sensor has been shown to work with 

scintillated wavefronts despite the assumptions made by the Green’s function solution 

(see Chapter 2 for details) [6].  There are two reasons why this is sometimes the case.  

Firstly, if the scintillation is modest enough then only a small amount of information is 

lost and the algorithm may be able to interpolate to fill in the gaps in the solution.  

Secondly, if the distance between the planes in which the defocused images are sampled 

is small enough then to a rough approximation the dark spots in the intensity images 

will match and the difference of these images will create a useable signal.  This is 

because over very short distances the scintillation pattern will not have sufficient 

propagation distance to evolve.  The latter description only applies to the DPD sensor 

since it relies on the fact that one intensity image is effectively propagated with respect 

to the other.  The first exception, that the DPD sensor can handle moderate scintillation, 

would conceivably be true regardless of the diversity function used.  It would be more 

desirable to have a reconstruction method which is capable of dealing with significant 

levels of scintillation and which does not rely on defocus being used as the diversity.  

Further analysis of the SAE is required to test the accuracy of the solution as the non-

uniformity of the input illumination is increased. 
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5.3.1.1 Extending the SAE Equations for Non-Uniform Illumination 

 

Firstly, recall Equation (4.10) from the analysis in Chapter 4; this equation is 

reproduced below: 
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 ,                    (4.10) 

 

where is the difference of the intensity images in the ±1 diffraction orders, is 

the real part of the input wavefront and 

( )d r ( )h r

( )A ξ (the Anti-Hermitian part) is the FT of the 

imaginary part of the input wavefront .  The real and imaginary parts of the 

complex filter function are given by and  respectively and their FT’s are 

. ( )i a r

( )mi r ( )er r

( )I ξ  and ( )R ξ .  The tildes in and  represent that these are the integrals over 

of and . 

( )mi r ( )er r

r ( )mi r ( )er r ( )e.g. ( ) ( )m m
i r i r dr= ∫

 

In Chapter 4, using the Small Angle Approximation (SAA), the following 

approximations were given: 

 

( ) ( )0 0( ) ( )  and ( )h r I r a r I r rϕ= = ⋅  .                               (4.4) 

 

It is the 0 ( )I r  term which will be allowed to become ‘non-uniform’ by representing it 

as an a.c. modulated d.c. function such that: 

 

 0I dc ac= +  .                                                   (5.2) 
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Substituting this for in Equation (4.10) and recalling that ( )h r 0( ) . . ( )A i Iξ ξ= Φ (where 

( )ξΦ is the FT of the input phase) the following is obtained: 

 

 2

( ) ( ) ( ). ( ) ( ). ( ) d  
4( )

ir
m e

d r i r R r r I e
dc ac

ξξ ξ ξ −⎡= Φ −⎣+ ∫ ξ⎤⎦  .                (5.3) 

 

Substituting ( )T ξ  for the PTF term (given in the square brackets in Equation (5.3)) and 

neglecting the  term as being very small, Equation (5.3) may then be rearranged to 

give: 

2ac

 

 ( ) [ ] ( ) [2

ORIGINAL TERM TERM ADDED BY THE 'SCINTILLATION'

( ) ( ). ( )  2 . ( ). ( )
4

d r dc T ac dc Tξ ξ ξ ξ= ℑ Φ + ℑ Φ ]  .            (5.4) 

 

Equation (5.4) shows that, when the input illumination is non-uniform, the error signal 

comprises 2 expressions.  The first (labelled ‘original term’) is the same expression 

derived in Chapter 4 (see Equation (4.14)) for the difference image 

( )d r

( )( )2
0where I dc= .  

The second term is caused by the ac modulation of the input wavefront and (5.4) shows 

that the strength of this term will increase at twice the rate the a.c. modulation increases.   

 

This analysis shows that the addition of non-uniform illumination will result in 

alteration of the difference image, as we would expect.  The question this raises is 

whether the SAE is able to reconstruct an accurate input phase profile from the altered 

form of , and how does this relate to the strength of a.c? ( )d r

 

A series of Matlab simulations were conducted to investigate this further.  A wavefront 

was defined as shown in Equation (5.5);  is the hard edged pupil function, 

is the illumination function (previously written 

( )P r

(dc ac+ ) 0I ) and ( )rϕ is the input 

phase function: 
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 ( ) .2 . ( )( ) ( ) ir P r dc ac e π ϕ rψ −= ⋅ +  .                                      (5.5) 

 

The illumination function was created by using a simple piston term (top hat) to define 

the d.c offset (with a height of 1) in addition to a Sine wave ac ripple.  The overall PV 

height of the Sine wave was varied to alter the ‘strength’ of the non-uniformity of the 

input illumination.   

 

Figure 5.17 shows the SAE retrieved phases calculated for the phase profile in 5.17(a) 

as the PV height of the Sine wave was increased.  All scales shown are measured in 

waves of error.  The number of cycles across the pupil was held constant at 2 for all of 

these simulations, except in 5.17(b) where the input illumination function contained 

only the d.c component.  Figures 5.17(c) to (f) clearly show the deterioration of the 

retrieved phase solution as the size of the ac ripple is increased.   

 

 

 

Figure 5.17 The SAE retrieved phase profiles for the original phase profile (a) as the 

PV height of the ac ripple on the illumination is varied.  The results shown are for PV 

values of (b) zero, (c) 0.25, (d) 0.5, (e) 0.75, (f) 2.  
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The deterioration in the quality of the phase solution can be quantified in a number of 

ways.  In this case the EM for each solution was calculated and is recorded in Table 5.2 

in addition to the PV height of the Sine wave in each case.  The PV heights of the Sine 

wave are a measure of amplitude and therefore strictly should correspond to a number 

of photons.  Since this is a simulation assigning units to these PV values would involve 

an arbitrary choice of how many photons generate a given level of signal.  Therefore in 

these examples the units are not expressed but should be taken to be photons .  In 

Chapter 4 an iterative refinement of the SAE solution was described and implemented.  

This iterative solution used the measured data as the ‘ground truth’ with which to refine 

the accuracy of the final solution.  In a practical situation the user has only this data and 

the computed solution, therefore these are the tools which must be used to decide 

whether or not to trust the solution.  One method is to take the phase solution and 

calculate from this what the data should look like (following the procedure described in 

Chapter 3 Figure 3.5).   The Root Mean Square (RMS) error between the measured and 

calculated versions of the data can then be calculated and used to asses the quality of the 

solution.  This method was used in these simulations and the RMS values for the 

solutions shown in Figure 5.17(b)-(f) are also given in Table 5.2. 

 

Figure
PV height of the ac ripple (Sine wave) 

on a d.c term of height 1 
EM RMS  

5.17(b) 0 0.886 0.519 

5.17(c) 0.25 0.876 0.526 

5.17(d) 0.5 0.841 0.630 

5.17(e) 0.75 0.737 0.632 

5.17(f) 2 0.691 0.696 

 

Table 5.2 A table showing the RMS fits of the forward simulated data (calculated from 

the SAE retrieved phase) to the ‘measured’ data and the calculated EM’s of the results 

shown in Figure 5.17.   
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The results given in Table 5.2 clearly show that the quality of the SAE solution for the 

input phase decreases as the size of the ripple on the illumination increases.  This rate  

of deterioration in the quality of the retrieved phase does not seem an unreasonable, 

however the plots shown in Figure 5.17 show that visually the solution bears little 

resemblance to the original phase when the PV of the ripple exceeds 0.5.   

 

The addition of the a.c ripple has had an adverse effect on the quality of the solution but 

that is to be expected when dealing with scintillation.  The results presented here show 

that the SAE algorithm has not immediately collapsed with the introduction of a ripple 

in the input illumination but has undergone a gradual decline in accuracy.  This is 

encouraging and warrants further investigation.   

 

5.3.1.2 Scintillation by Obscuration 

 

A final simulation was conducted to study the effects of an obscuration in the input 

illumination, which is essentially a form of scintillation.  In this example a small, 

circular, region of the input intensity is set to zero and the phase solution for this 

wavefront is computed using the SAE algorithm.  This situation is analogous to 

measuring the surface profile of a test object with a partial obscuration caused for 

example by damage or marks on the surface (deliberate or otherwise).  This obscuration 

can be seen in Figure 5.18(c) where the intensity image from the +1 diffraction order is 

shown.  The position of this obscuration corresponds to a peak in the input phase and 

was chosen to see how the algorithm interprets the phase solution across an area where 

the error signal has been artificially set to zero.   

 

The original and retrieved phase profiles are given in Figure 5.18(a) and (b) 

respectively.  In 5.18(d) cross sections of the original and retrieved phase profiles, taken 

through the position of the obscuration (and shown by the black dotted lines in plots (a) 

and (b)), are compared.  The retrieved phase was calculated both with and without the 

obscuration and both these results are included in 5.18(d). 
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Figure 5.18 Original (a) and retrieved (b) phase profiles for a wavefront whose input 

illumination is partially obscured [scales are in waves].  (c) The +1 intensity image 

showing the position of the obscuration [scale is a measure of contrast].  Cross sections 

of the original phase profile and the retrieved phase calculated both with and without the 

obscuration are given in (d).  The position of the obscuration is shown by the dotted 

circle.  The dotted lines in (a) and (b) show the cross section position. 

 

The results in Figure 5.18(d) show that where the obscuration has set the input intensity 

(and thus the error signal) to zero the SAE has retrieved a sensible solution in this 

region.  The result of the obscuration (as seen in the dotted circle in 5.18(d)) is a slight 

error in the amplitude of the peak.  Since there is no information in this region to change 

the phase solution ideally when the error signal drops to zero the SAE should fit a plane 

wave (or a slope) connecting points in the retrieved phase either side of the obscured 

region.  In practice diffraction rings within the obscured region will lead to a ripple in 

188 



Chapter 5: Further Study of the Small Angle Expansion Phase Retrieval Algorithm 
 
the reconstruction (as seen in 5.18(d)) instead of a plane wave.  If however the size of 

the blur function is sufficient to bridge the gap in the signal (which is not the case here) 

we would expect a phase to be retrieved across that region.  Though there will 

inevitably be errors in the amplitude of the computed solution it provides a good 

starting point for an iterative refinement of the solution (such as the one presented in 

Chapter 4). 

 

The results shown in Figures 5.17 and 5.18 suggest that the SAE is capable of handling 

some level of scintillation.  The next step is to test the performance of the GPD sensor 

and SAE algorithm with properly modelled scintillation.  There was insufficient time 

during this project to do this, therefore this is held over for future work.     

 

5.3.2 Use of the SAE with Discontinuous Wavefronts 

 

In Chapter 4 the SAE algorithm was shown to work well with a variety of continuous 

wavefronts.  In Chapter 2 several examples of applications which involve analysis of 

discontinuous wavefronts were discussed, these included metrology of integrated 

circuitry and phasing of segmented telescopes.  In this section the accuracy of the SAE 

algorithm will be tested with a simulated segmented telescope pupil.  The telescope 

pupil comprises tessellated hexagonal elements (the number of which can be varied) 

which each have an individual (randomly chosen) tilt and piston error.  Accurate 

measurement of the tilt and piston in a real telescope is critical for co-phasing.  Edge 

sensors are commonly used in real telescopes to judge when adjacent segments are 

accurately aligned.  These have been designed to work in space-based telescopes, under 

extreme environmental conditions, as well as in ground based telescopes [7-11].  In a 

telescope the size of the Euro50 (50m primary diameter) it is anticipated that 3504 edge 

sensors would be required [12]. Therefore a single device like the GPD wavefront 

sensor, if capable of sensing phasing errors, could offer a cheaper alternative or allow 

the number of edge sensors to be reduced. 
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Figure 5.19 An example of the difference image generated by a simulated 

segmented telescope with defocus used as the phase diversity.  The dotted circle 

highlights interference at the segment edges [scale is a measure of contrast]. 

( )d r

 

In previous chapters the GPD technique has been likened to Wavefront Shearing 

Interferometry (WSI).  In WSI points on a wavefront are interfered by duplicating the 

wavefront and shifting the duplicate with respect to the original. Interference occurs 

only at points where the original and sheared duplicate overlap.  When performing GPD 

wavefront sensing, points on the wavefront which overlap with the blur function will 

interfere with each other across this region.   Applied to the segmented telescope this 

technique allows interference between adjacent mirror segments, if the width of the blur 

function is sufficient to bridge the gap between them.  This can be seen visually in 

Figure 5.19, an example of the difference image  generated by a segmented input 

wavefront with defocus phase diversity.  In this plot adjacent segments with relatively 

large misalignment have generated significant positive (shown in red) and negative 

(blue) signal.  Interference between the edges of these segments has created the periodic 

signal which may be seen along the edge.  An area where this can be seen is highlighted 

by the black dotted circle in Figure 5.19.  These nodes are the same phenomena as the 

more easily recognised interference fringes, the greater they are in number the larger the 

phase error.  This difference image could be used to directly correct the phasing errors 

( )d r
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between segments.  The user would first seek to minimise the number of nodes present 

at the edges by adjusting the relative tilt of the segments until there is only one fringe 

across each edge (i.e. the error signal is a constant on each edge).  At this point only 

piston errors remain and can be corrected by moving the segments until the constant 

signal values across the edges are reduced to zero. 

 

A series of Matlab simulations were conducted to asses the quality of the SAE solution 

when given a segmented input wavefront.  Two examples of these are given in Figures 

5.20 and 5.21.   

 

 

 

Figure 5.20 The SAE reconstruction (b) of segmented input wavefront (a). The 

difference between these is given in (c).  A cross section of the original and retrieved 

phase profiles is plotted in (d) [all scales are in waves]. 
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Figure 5.20 shows an input wavefront consisting of 7 hexagonal segments, each with 

tip/tilt and piston errors.  As these plots show the accuracy of the solution is excellent, 

the EM calculated for this reconstruction is 0.99996.  In 5.20(d) the 1D cross section of 

the 2D original and retrieved phase profiles is shown.  From this it is clear to see that 

the largest error on the wavefront is caused by Gibb’s effect.  This is a well known 

phenomenon and occurs when the Fourier transform of a discontinuous function is 

calculated.  Oscillations will occur in the region of the discontinuity [13-15].  This in 

itself, and the removal of these oscillations, is a topic of great research interest in a wide 

variety of applications such a Magnetic Resonance Imaging (MRI) and Computer Aero 

Acoustics (CAA) [16-18].  At this point the Gibb’s oscillations are not causing a serious 

problem in the SAE solution, so the added effort of implementing a removal technique 

would not noticeably improve the accuracy.  It is something that might be of interest in 

the future, in applications which demand much higher resolution, in this case there are a 

number of techniques which may be used to remove these oscillations [13-15, 17]. 

 

The next generation of ground based telescopes, with primary mirror diameters from 

30-100m will contain a great many mirror segments.  Therefore, several sets of 

simulations were conducted to test the SAE accuracy with larger numbers of segments.  

One example, with 37 segments, is shown in Figure 5.21.  The Keck telescopes, which 

form the world’s current largest telescope, contain 36 segments each [8, 9], therefore 

this number was chosen to simulate the algorithm’s performance for a practical 

situation.  As these plots show the SAE has performed well with the larger number of 

segments, the EM for this reconstruction is 0.998. 

 

The Gibbs phenomena appears worse in this reconstruction (see Figure 5.21(d)) due to 

the smaller size of the segments.  In the previous example (Figure 5.20) each segment 

was 43 pixels wide whereas in this example each segment is 18 pixels across.  

Therefore the oscillations do not have sufficient space to die down across the segments.  

However, the reconstruction is still very good even with this apparent increase in the 

strength of the Gibbs oscillations.   

 

 

192 



Chapter 5: Further Study of the Small Angle Expansion Phase Retrieval Algorithm 
 

 

 

Figure 5.21 The SAE reconstruction (b) of segmented input wavefront (a). The 

difference between these is given in (c).  A cross section of the original and retrieved 

phase profiles is plotted in (d) [all scales are in waves]. 

 

The examples shown in Figures 5.20 and 5.21 are both for small phase errors between 

the segments.  Figure 5.22 is a larger angle example, with the maximum input 

misalignment set at 0.46λ PV, which is still within the monotonic region for the error 

signal (see Chapter 4 for details).  As this plot shows, there are much larger errors 

between the original phase profile and the retrieved solution.  Figure 5.22(c), the 

difference between the original and retrieved phase profile, shows that the largest errors 

in the retrieved phase are from the segments which had the most misalignment to begin 

with.  The accurate co-phasing of the mirror segments is likely to be an iterative 

process, in which case as the misalignment is reduced so the accuracy of the SAE 

solution will increase.  Therefore it is hoped that this process will converge upon the 

correct solution within just a few iterations. 
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Figure 5.22 (a) Original and (b) retrieved phase profiles for a segmented telescope with 

larger phase errors, (c) shows the difference between these profiles.  Cross sections of 

these profiles (taken along the dashed lines in plots (a) and (b)) are given in (d) [All 

scales are in waves]. 

 

It was also found in simulation that globally adding multiples of 0.25λ piston error to 

the same input phase profile will yield the same retrieved phase in each case (which will 

be the phase solution from the monotonic region e.g. shown in 5.22(d)).  This is the 

same effect as described in Chapter 4 (Section 4.4) and therefore some iteration will be 

required to find the correct solution if the phase errors in the telescope alignment exceed 

0.5λ PV.  Perhaps another solution would be to reduce the co-phasing errors using 

current techniques to reach a rough alignment and to refine the solution using the SAE.  

As part of the future work for this project an experiment will be conducted using a small 
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segmented mirror to test the practicality of using this method to align a real telescope 

mirror.  

 

In conclusion, in all the simulations conducted with discontinuous segmented mirrors 

the SAE was shown to perform reasonably well.  With increased computing power 

these simulations could be extended to create input wavefronts with similar numbers of 

segments to the next generation telescopes.  This was not possible during this project, 

but from these simulations it is concluded that GPD wavefront sensing of large primary 

segmented telescopes could provide useful information on co-phasing errors and should 

be investigated further. 

 

5.4 Conclusions 

 

In this chapter the SAE algorithm, and factors affecting its accuracy, have been studied 

in more detail.  It has been shown that the properties of the PTF are vital in determining 

the performance of the GPD sensor and the regularisation issues that will have to be 

addressed.  The user has complete control over the choice of diversity function (and 

therefore the PTF) so in this chapter the question of how to make an informed choice 

has been addressed. 

 

It was found that ideally the PTF should contain as few zero’s as possible to minimise 

the loss of information, since spatial frequencies of the input wavefront won’t be 

sampled at these points.  Also, fewer zeros mean less regularisation problems.  ‘PTF 

Engineering’ whereby the user seeks to combine the favourable PTF properties of more 

than one diversity function in linear combination was discussed.  It was found that, in 

all cases, at least one combination contained the desirable qualities from each of its 

constituent phases individual PTF’s.   In these examples only linear combinations of 

two Zernike diversity function were considered, these alone provide a vast number of 

possible diversity functions.  Perhaps other, non-Zernike, allowable GPD functions or 

other combination methods would yield better results.  It is for the user to decide 

whether the improvements gained in sensitivity and performance would warrant the 

added complexity in design and implementation of a combination diversity function.  
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These results have shown that there is a great deal of choice of combination functions, 

and the likelihood of finding one which will optimise the sensitivity of the GPD sensor 

to the user’s particular application is very good.  Analysis of the PTF is just one tool 

which the user can employ to make the best choice for their needs. 

 

PCM has also been demonstrated as a suitable diversity function for a GPD null sensor.  

It is encouraging to find that the analysis in this project can be applied to such a well 

known example.  The PTF generated by this diversity function matches the 

requirements for a ‘good’ function as outlined in this chapter and PCM was shown to 

work particularly well with wavefronts containing high spatial frequency information.  

 

Finally the performance of the SAE reconstruction when dealing with discontinuous 

wavefronts and wavefronts with non-uniform illumination was studied.  It was found 

that, as expected, introduction of non-uniform illumination does lead to a reduced 

accuracy in the solution for the wavefront phase.  The gradual rate of decline in 

accuracy as the strength of the non-uniformity was increased suggests that the SAE 

should be capable of providing a reasonable solution for some level of scintillation.  The 

algorithm was also shown to work well with a small obscuration of the input intensity.  

Further study of this, with properly modelled scintillation, will be part of the future 

work for this project.  It is impossible to retrieve a perfect solution for the phase since, 

by definition, information is lost in the null regions when scintillation is present. What 

constitutes a ‘reasonable’ solution will depend on the accuracy required for each 

particular application.  In this chapter the GPD SAE system was shown to perform well 

in sensing the tip/tilt and piston errors of an example of a discontinuous wavefront from 

a segmented telescope.  The main errors in the solution arose from Gibb’s oscillations 

caused by the discontinuities but these are not considered to be a large enough problem 

at this point to warrant extra effort to remove them.  Despite this effect it is believed that 

with sufficient computer power it would be possible to prove the effectiveness of this 

technique on the large number of segments required by the next generation telescopes.  

The GPD sensor would provide a compact versatile solution to the daunting task of co-

phasing such huge numbers of mirror segments and could perhaps replace or reduce the 

need for edge sensors on each segment. 
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Thus far the GPD SAE sensor system has been developed and tested extensively in 

simulation.  The next important stage is to see how this system performs 

experimentally; this will be the topic of Chapter 6. 
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Chapter 6 

Experimental Testing, Practical Considerations and Applications of 

the Small Angle Expansion Algorithm 

 

Summary of Chapter 6 

 
In Chapters 4 and 5 the Small Angle Expansion (SAE) method of phase retrieval was 

developed and tested.  It was shown to work well in simulation with both continuous 

and discontinuous wavefronts as well as in the case of non-uniform illumination.  In this 

chapter we will consider the modifications required and practical issues involved in 

using this algorithm on real experimental data.  This involves a more rigorous approach 

to the regularisation problem identified in Chapters 4 and 5, and further study of the 

data conditioning.  This chapter shows how these problems were approached, and 

demonstrates the use of the algorithm on real experimental data.  Ongoing issues are 

identified and will be discussed here and in the final chapter as part of the future work 

for this project.  Finally, some particular applications of this new sensor system which 

are of interest to our industrial collaborators will be presented. 

 

6.1 Introduction 

 

In Chapter 5 the Small Angle Expansion (SAE) algorithm was shown to work with non-

uniform illumination and discontinuous wavefronts.  This addressed one of the main 

science drivers for the development of a new wavefront sensor system.  However, what 

is required is a system that works experimentally and not just in simulation. The next 

step, and the subject of the present chapter, is how this algorithm is modified to be 

suitable for use with real experimental data.  It is often not a trivial process to turn a 

simulation problem into a practical solution, and the discussions presented in this 

chapter will show that there are many issues to be considered and resolved.  Some of 

these will be addressed here and others are held over for future work which will be 

discussed in the final chapter.   
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The principle difference between real and simulated data is that real data will contain 

noise created by variations in environmental conditions (such as background light 

levels) at the time the data is recorded, as well as instrumental noise and experimental 

errors.  The inclusion of this noise in the recorded data results in a classic regularisation 

problem, which was first discussed in Chapter 4 (section 4.3.4).  This discussion is 

continued in this chapter and a more rigorous approach to regularisation, using a Wiener 

filter, will be described and implemented in the SAE algorithm.  

 

In addition to the regularisation required to analyse experimental data the issues of data 

manipulation must be considered, namely normalisation and conditioning.  

Normalisation of the data is required to ensure that a universal change in the intensity 

(for example caused by increasing the exposure time) does not alter the retrieved phase 

solution.  Modification of the experimental data by 0 ( )I r , as specified in Chapter 4 (see 

Equation 4.13) will be referred to here as data conditioning, and will affect the stability 

of the solution.  It is not immediately clear which value should be used for 0I , which is 

the intensity in the pupil plane.  For example, should the intensity in the 0th order be 

used? Or should it be formed using a combination of the intensity values in the ±1 

orders ( 1 2( )I I+ 2 )?  These are just two options for the treatment of the data 

conditioning, the merits of each and the possibility of other solutions will form the basis 

of Section 6.4. 

 

Finally, the first experimental results using the SAE algorithm will be given and the 

practical issues for successful data collection and reduction will be discussed.  Issues 

such as proper sampling and correct centring of the intensity images will be examined.  

As is often the case problems are encountered when trying to implement a real 

experiment for the first time that are not anticipated from experience with simulated 

data.  For comparison the preliminary experimental results will also be analysed using 

the Gureyev-Nugent (GN) algorithm (which was first introduced in Chapter 2). 

 

By the end of this chapter it will have been shown that a Generalised Phase Diversity 

(GPD) sensor, coupled with the SAE algorithm, has the potential to be a useful and 

versatile wavefront sensing system.  Possible applications of this device will be 
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considered, focussing on those which are of particular interest to our industrial 

collaborators.  These include thin-film metrology, ‘designer beam shape’ lasers, military 

imaging, astronomy and biomedical engineering applications. 

 

6.2 Experimental Testing of the GPD Sensor and SAE Algorithm 

 

Following the success of the GPD method and SAE algorithm on simulated data the 

next step was to extend this to a real experiment.  After discussions with our 

collaborators at Zeeko and University College London (UCL) it was decided that the 

wavefront sensor should be configured to image a pupil plane at a distance of 1m or less 

from the wavefront sensor.  The reasoning for this is that Zeeko, who build polishing 

machines, would eventually like to mount the GPD system on the end of a swing arm 

profilometer.  In this position the sensor would be arranged to study the surface of the 

test piece as it is profiled, at a height of about 1m above the sample.  The experimental 

set-up, which will be detailed in the next section, was built with this in mind.   

 

Adapting the GPD+SAE system for experimental testing raised several interesting 

problems and these will be discussed throughout this chapter. 

 

6.2.1 Experimental Set-Up 

 

Figure 6.1 shows the experimental set-up for the initial tests of the GPD sensor and 

SAE algorithm.  In this experiment a single mode fiber, coupled to a 2mW 633nm 

Helium Neon (HeNe) laser, was used to create a rapidly diverging point source.  Figure 

6.1(a) demonstrates how the fiber was mounted on a translation stage to allow it to be 

moved with respect to lens L1 (f=250mm) which, depending on the source-L1 

separation, would either collimate the beam or allow it to be slightly 

converging/diverging.  The reason for this will be discussed later in section 6.2.2 where 

practical issues arising from this arrangement are discussed.  The camera lens, L2 (f = 

35mm), was positioned so the pupil plane (see Figure 6.1) was in focus.  In the 0th order 

an image of this plane was obtained, and in the ±1 orders the intensity images created 

were images of the pupil plane convolved with the blur function of the defocus grating.  
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The ±1 order images, for this experimental setup, were approximately 90 pixels in 

diameter.  In Figure 6.1(b) the physical distances separating the various components are 

detailed.  In this diagram ±∆ mm refers to the translation of the source about the 

position shown. The source was translated by a total amount of ±10mm (i.e. ∆=5mm) 

and the series of data images was captured at 1mm intervals along this translation.  The 

distances shown here were chosen to maximise the amount of optical bench space 

available for this experiment.  The CCD camera used to capture the data was an 

electronically cooled Retiga EX Qimaging camera which has 12 bit digital output, a 

1360(h) x 1036(v) array of 6.45µm square pixels, and a 60dB Signal-to-Noise ratio.  

The quoted readout noise and dark current for this camera are 8 e- and 0.15 e-

/pixel/second cooled.  These figures have been experimentally measured for this camera 

to be 3.8 counts/pixel, and the dark count is 0.05 counts/pixel/second respectively [1]. 

 

 

 

Figure 6.1 (a) The experimental set-up for the first practical test of the GPD sensor and 

SAE algorithm (b) A schematic showing the distances between the components in (a). 
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Although one of the main reasons for developing GPD was to use aberrations other than 

defocus this was chosen to be the first diversity function tested.  Using this function 

would allow the data to also be analysed by the GN algorithm (see Chapter 2 for 

details).  It was hoped that direct comparison of the SAE with an Intensity Transport 

Equation (ITE) based method would give a good indication of the accuracy of the new 

algorithm.   

 

The ‘Pupil Plane’ as shown in Figure 6.1 was an arbitrary plane in the optical system 

that, due to our collaborator’s application, was required to be less than 1m from the 

grating and lens combination.  Altering the position of this chosen plane or the focal 

length of L2 could be used to change the magnification of the data on the camera.  For 

Zeeko and UCL’s application the ‘pupil plane’ would be the plane of their sample.  The 

light from the point source could be directed onto the sample and reflected off at an 

angle to be collected by the GPD sensor (the L2-grating-CCD combination) which 

would be focussed on the sample plane.  In future experiments it is planned to asses the 

surface flatness of a small plane mirror, using a collimated probe beam, and imaging the 

plane of the mirror as the pupil.   

 

6.2.2 Practical Issues 

 

In Chapter 4 the relationship between the width of the blur function and the linearity of 

the error signal produced was discussed in detail.  It was found that the error signal has 

a sinusoidal response to the size of the phase step across the width of the blur function.  

The error signal will only be monotonic in the region ±π/2 (λ/4).  It was concluded that 

a sufficiently narrow blur function could allow phase retrieval of input wavefronts with 

large Peak-to-Valley (PV) amplitude if the local slope across the blur width did not 

exceed the monotonic limit.  In a practical experiment this must also be linked to the 

sampling of the intensity images. 

 

The size of the images in the ±1 orders is related to the strength of the diversity and 

input wavefront phases as well as the magnification introduced by any other lenses in 

the optical set-up.  Care must be taken when designing and setting up the GPD sensor so 
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that the wavefront slope from pixel to pixel does not exceed the ±π/2 limit.  In general, 

it is best to make the images as large as is practically possible.  This consideration, plus 

the level of noise in the data, will limit the dynamic range of this method.  It should be 

noted that this is a practical limit that applies to all Phase Diversity (PD) phase 

reconstruction methods, since it is the data that becomes ambiguous rather than a feature 

of the algorithm.   

 

In this experiment, to keep the PV amplitude of the wavefront well within the 

monotonic region L1 was used to create a beam which was close to collimated.  In an 

ideal experiment it would be preferable to remove this lens and thus reduce the overall 

aberrations of the optical system itself.  However, in practice it was found that doing so 

would produce a beam in the pupil plane whose curvature would exceed the monotonic 

limit for the SAE.  The curvature of this beam could not be reduced by simply placing 

the source at a greater distance from the pupil plane due to space restraints in the lab.  

By introducing the collimating lens, using Gaussian ray transfer matrix methods [2, 3], 

it was calculated that the change in curvature over the range of translation used in the 

experiment (shown in Figure 6.1) was 7λ in total.  The blur function was only 2 camera 

pixels in width, therefore over the 90 pixel sized spots the wavefront could be well 

sampled and the error signal monotonic.   

 

Another practical consideration is to avoid saturation of the camera whenever possible.  

The SAE solution, as with many other algorithms, is dependent on the accurate 

calculation of the difference between two intensity images.  For example,   if the camera 

is saturated then there is no way of knowing if the real intensity value is just outwith the 

camera’s sensitive range or 10 times the maximum value. It is impossible to get a 

meaningful difference from these saturated areas in the image.  It may be necessary to 

readjust the camera settings in real-time to prevent saturation if the intensity values are 

expected to vary by large amounts.  For any given camera providing a given bit 

precision in output this is also provides a limit to the dynamic range. 
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6.2.2.1 Centring Accuracy of the Data Images  

 

The error signal which is analysed by the SAE algorithm to retrieve the phase is 

calculated by taking the difference of the intensity images in the ±1 diffraction orders.  

In a practical experiment, unlike the simulated case, a method for finding the centres of 

these images must be chosen so that they may be cropped and subtracted as accurately 

as possible. 

 

A common centroiding method is to find the centre of mass of the given image.  

However, if the aberrations present in the beam cause an uneven distribution of 

intensity in the data images (for example coma produces a bright crescent on one edge) 

then the centroid calculated will not be the geometric centre of the spot.  To calculate 

the geometric centre the boundaries of the intensity image must be calculated to high 

precision.  When noise is included in the data this may not be a trivial task.  With any 

practical method it is quite possible that the centres of the data images will only be 

accurate to within a few pixels.  The question is, how will this affect the retrieved 

solution?  In this section the affects of misalignment are explored through simulation.  

These simulations uncovered an unexpected ambiguity in the SAE solution and this will 

also be discussed here. 

 

A simulation was constructed to test the effect of misalignment between the centres of 

the two data images. The simulation is designed to allow one of the data images to be 

shifted by 1 pixel in the x-direction and the error signal generated for a plane wave is 

calculated with and without this shift.  For diversity phases with suitable symmetry 

properties for a GPD null sensor the error signal for a plane wave should be zero to 

within computer rounding error, so any structure present after the shift is caused by the 

misalignment.  Figure 6.2 shows the results of this simulation, which uses defocus as 

the diversity phase.  In 6.2(a) the error signal created by a plane wave is shown and in 

6.2(b) the error signal created by the same data but with a 1 pixel shift is shown. 
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Figure 6.2  The error signal generated for a piston-only (plane) wavefront with (a) no 

misalignment  and (b) 1 pixel of misalignment (in the x-direction), between the data 

images in the ± diffraction orders. 

 

As expected, the perfectly aligned simulation with plane wave input has resulted in a 

null output to within computer rounding error (see Figure 6.2 (a)).  A non-null output 

for the same plane wave input has been calculated (and is shown in 6.2 (b)) when a shift 

of just 1 pixel is applied to one of the data images.  The generated looks like the 

error signal from a wavefront with tilt aberration.  To test this further the error signal in 

6.2 (b) was input into the SAE algorithm and the result decomposed into a set of 

Zernike coefficients.  Interestingly it was found that the two largest aberrations 

calculated from this error signal input were coma and tilt, with the largest contribution 

from coma.  The reason for this can be understood by considering Figure 6.3.  In this 

figure the error signal generated by a tilted and a comatic wavefront are plotted in 6.3 

(a) and (b) respectively.  The similarity between these two is immediately apparent.  For 

the tilted wavefront the error signal comprises a bright negative crescent on one edge, 

and an equally bright positive crescent on the opposite edge.  The internal structure in 

this error signal is due purely to diffraction effects from the hard edged pupil used.  The 

comatic wavefront shares the same crescent-like features at the edges with a small 

amount of signal in the centre from a pair of positive and negative peaks.  In Figure 6.3 

(c) an example of coma phase is shown in profile and it can be seen from this that this 

aberration contains a large tilt-like element.  This is related to the fact that coma can be 

caused by misalignment of lenses in an optical system such that incident light does not 

travel parallel to the optic axis. Rays from an off-axis object passing through the outer 

margins of the lenses will not be focussed to a single tight spot but a series of comatic 

circles, the sum of which produces the characteristic V-shaped flare in the focal plane.  

( )d r
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Tilt is also characteristic of off-axis objects, a wavefront containing a pure tilt term will 

appear as a plane wave which has originated from an off-axis source and is travelling 

through the optical system at an angle to the optic axis [2, 4].  With this in mind it is not 

surprising that the coma profile shown in Figure 6.3(c) contains a large tilt-like 

component.  The confusion of the SAE algorithm between tilt and coma is likely to be 

caused by the similarity between the error signals generated by each, as demonstrated in 

Figure 6.3(a) and (b).  Note that the structure of  is dependent on the diversity 

phase used, as well as the wavefront aberration.  Further tests below will show that this 

problem is not suffered by all GPD diversity functions. 

( )d r

 

 

 

Figure 6.3 The error signal generated for a wavefront with (a) only tilt phase 

errors (b) only coma phase errors [scales are a measure of contrast].  A plot of a coma 

phase error is shown in profile in (c), it demonstrates a large tilt-like component. 

( )d r

 

To confirm that the SAE has difficulty distinguishing tilt errors from coma errors a 

further simulation was carried out.  In each case the diversity phase used was defocus 

and the retrieved phase for a wavefront with either tilt or coma only phase errors was 
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calculated.  These results are plotted in Figure 6.4 and confirm that the SAE will 

retrieve almost the same phase profile for the two different input aberrations.   

 

 

 

Figure 6.4 The original (a) and retrieved (b) phase profiles for a wavefront with Coma.  

The original (c) and retrieved (d) phase profiles for a wavefront with only tilt aberration.  

All scales are in waves. 

 

The results presented here have shown that in a practical situation, and with defocus 

diversity, misalignment of the intensity images prior to their subtraction will result in an 

extra tilt and coma term being introduced to the solution. This was found to be the case 

with aberrated wavefronts as well as in the plane wave case presented here.  This 

ambiguity in the SAE solution for tilt and coma was an unexpected outcome of these 

simulations and prompted further study.   

 

Further simulations were conducted to determine whether this confusion between tilt 

and coma is a universal problem for the SAE algorithm, or whether it is confined to 

certain diversity functions.  In a number of allowable diversity functions tested 

(including spherical aberration) the quality of the reconstruction was extremely poor.  

This, as discussed in Chapter 5, is a result of this technique’s occasional difficulty in 

reconstructing low order aberration modes.  Aberration modes (such as tilt) whose FT is 

concentrated at low spatial frequencies (close to the origin) will not be properly sensed 
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when using diversity functions whose Phase Transfer Function (PTF) is zero at the 

origin.  As shown in Chapter 5, all Zernike functions with suitable symmetries for use in 

a GPD null sensor will have a zero in the PTF at the origin.  The phase diverse data (and 

therefore ) is created by convolution of the FT of the input wavefront with this 

function, therefore wherever the PTF goes to zero those spatial frequencies in the 

wavefront will be lost.  For some diversity functions the PTF has a steep slope about the 

origin and recovers quickly to some significant value.  In these cases the SAE will be 

more sensitive to low order aberration modes in the input wavefront.    As mentioned 

above, a number of the diversity functions tested did not have sufficient sensitivity to 

the low order mode to retrieve an identifiable wavefront tilt.   Of the diversity functions 

which did return a solution for the wavefront phase all, with the exception of defocus, 

were able to tell the difference between tilt and coma.  Two examples of this are shown 

here. The diversity phases used were 

( )d r

0
10Z (Figure 6.5) and the Phase Contrast 

Microscope (PCM) diversity function from Chapter 5 (Figure 6.6).   

 

Figure 6.5(c) shows that, although the form of the retrieved phase term is correct, there 

are large amplitude errors in the solution.  This again is linked to the low-order mode 

sensitivity problem discussed earlier.  0
10Z , like defocus, is one of the radially symmetric 

Zernike diversity functions.  Figure 6.5 shows that although the error signals this 

function generates for tilt and coma are similar (6.5 (a) and (d)) the SAE is still able to 

distinguish them.  Comparing these error signals to those shown for defocus in Figure 

6.3 (a) and (b) it may be seen that, although similar, the error signals generated by 0
10Z  

have much higher contrast.  This is evident in the strong signal in 6.5(d), forming a pair 

of reverse lobes.  The increased signal level has resulted in extra sensitivity when using 

this diversity function when compared to the defocus diversity used earlier. 
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Figure 6.5 The error signals (a,d) generated using 0
10Z  diversity for two wavefronts, one 

with tilt (b) aberration and another with coma (e).  The SAE retrieved phase profiles for 

the tilt and coma aberrated wavefronts are given in (c) and (f) respectively [scales in 

plots b,c,e,f are in waves.  Scales of plots a and d are a measure of contrast]. 

 

 

 

Figure 6.6 The error signals (a,d) generated using PCM diversity for two wavefronts, 

one with tilt (b) aberration and another with coma (e).  The SAE retrieved phase profiles 

for the tilt and coma aberrated wavefronts are given in (c) and (f) respectively [scales in 

plots b,c,e,f are in waves.  Scales of plots a and d are a measure of contrast]. 
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Figure 6.6 shows the results obtained using the same PCM diversity function which was 

presented in Chapter 5.  Here, as in that chapter, it has been shown to perform very well.  

Due to the form of its PTF the PCM diversity is more suited to dealing with wavefronts 

with low order modes than some of the Zernike based diversity functions tested (see 

Chapter 5 for details). 

 

In conclusion, unless dealing with defocus as the diversity function, a misalignment of 

the data images prior to their subtraction will create an artificial tilt term in the retrieved 

solution.  When using defocus, in addition to the tilt term, coma will also be present in 

the solution.  It is believed that this ambiguity is due to the very similar form of the 

error signal generated by both of these wavefront errors.  In both cases the error signal 

is dominated by the edges, and the difference between them is a very low contrast signal 

in the centre.  Since the Green’s function and Gureyev-Nugent (GN) algorithms do not 

suffer similar problems and since the data itself is unique (albeit low contrast) the SAE 

should be able to tell the difference between coma and tilt.  Further investigation of this 

phenomenon should be conducted as part of the future work of this project.   

 

6.3 Initial Results 

 

Figure 6.1 shows the experimental set-up which was used to obtain the initial results for 

use with the SAE algorithm.  As 6.1(a) shows, the point source was translated with 

respect to L1 such that the beam produced should go from being converging, to 

collimated, to diverging as the fibre is moved towards the lens.  If the initial position is 

taken to be when the fibre is 1Lf  from the lens then data was obtained ±5mm from this 

point.  From this arrangement it is expected that the largest aberration on the input 

wavefront will be curvature.  The data images were background subtracted and then 

processed using the SAE algorithm, and the GN algorithm. 

 

In Figure 6.7 (d) and (e) the retrieved phase profiles from one of these datasets is shown 

for both the SAE and GN algorithm respectively.  In 6.7 (a)-(c) the actual camera data 

which was used to generate these retrieved phase profiles is shown.  In the following 

section these results will be compared in detail. 
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Figure 6.7 Initial experimental results from the set-up detailed in Figure 6.1.  The SAE 

(d) and GN (e) solutions for the retrieved phase both have tilt removed [scales are in 

waves].  The phase diverse images used to calculate these retrieved phase profiles are 

shown in (a) and (b), and their difference, is shown in (c). ( )d r

 

6.3.1 Comparison with the GN Algorithm Solution 

 

Upon first inspection of the results (in Figure 6.7(d) and (e)) it may be seen that both 

algorithms have returned a defocus dominated solution for the wavefront phase.  This 

agrees with expectations given the way in which the experiment was set-up (see Figure 

6.1).  The PV aberration of the retrieved phase profiles is also similar for both 

algorithms: 10.2λ for the SAE solution and 10.9λ for the GN result.  Although the 

results displayed in Figure 6.7 are tilt removed a Zernike decomposition of both sets of 

results, without tilt removal, was conducted.   In both solutions the largest contribution 
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came from tilt, followed by defocus.  To compare the SAE and GN phase solutions the 

difference between each retrieved Zernike coefficient was calculated.  

 

 

Graph 6.1  A histogram plotting the differences between the SAE and GN solutions for 

each of the Zernike coefficients.  Since the GN algorithm does not calculate piston or tip 

(index numbers 1 and 2) no values for the difference are plotted for these coefficients. 

 

Graph 6.1 is a histogram of these differences for each Zernike coefficients.  The Zernike 

coefficients are labelled by ‘index number’ from 1 to 21, and a table which relates these 

index numbers to their Zernike Polynomials is given in the Appendix (see Section 6.9).  

Note that there is no difference plotted for Zernike indices 1 and 2.  These correspond to 

piston (1) and tip (2) which are not calculated by the GN algorithm.  Therefore no 

meaningful difference could be plotted for these first two coefficients and they are left 

blank in Graph 6.1 for this reason.  Another point to note here is that the coefficients 

retrieved, for any Zernike decomposition, depend highly on the accurate definition of 

the position of the unit disc (the area over which the polynomials should be fitted). A 

difference of only a single pixel in the declared position of the data boundary will result 

in a significant change in the values of the calculated coefficients.  Therefore, to 

minimise the problems this could create, the GN algorithm was given the same cropped 
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data images as the SAE.  Any error in the position of the boundary would therefore be 

the same for both algorithms so, while the absolute values of the coefficients may be 

incorrect due to this error, the relative values of the coefficients from the SAE and GN 

algorithm solutions should be the same. 

 

As Graph 6.1 demonstrates the largest disparities between the two solutions are for tilt 

(index number 3), defocus (4), astigmatism modes (5, 6, 9 and 10) and for the modes 

surrounding spherical aberration ( 0
4Z , index number 11); 2

4Z  (12), 2
4Z −  (13) and 4

4Z  

(14).  Apart from tilt and defocus the differences between the solutions for all other 

modes is less than 0.5λ, and in most cases much less than that.  The largest difference, 

in the tilt value, could be attributed to the way in which each algorithm deals with 

misalignment of the data image.  This misalignment will be discussed further later in 

this section.  Since tilt is routinely corrected for in a large number of AO systems, using 

a tilt correction stage usually comprising an adjustable mirror to redirect the beam, the 

absolute value of this term is of less importance than other modes in a practical 

situation.  The difference of the GN and SAE solutions on the value of the defocus 

coefficient is of more immediate concern.  Since the GN algorithm has been shown to 

perform extremely accurately in the retrieval of defocus [5] (see Chapter 2 for details) 

the error in this term could indicate a problem with the accuracy of the SAE solution.  

This will also be discussed further later in this chapter. 

 

In most respects the SAE and GN solutions compare favourably well and the results are 

sensible given our knowledge of the system.  Aside from the differences in the 

computed Zernike coefficients there is another very noticeable difference between these 

solutions; their orientation with respect to each other.  Both algorithms were carefully 

studied to identify any steps within the code where a rotation was employed.  In neither 

algorithm was the data or solution deliberately rotated.   Study of the difference image 

used in both cases (see Figure 6.8) reveals a misalignment of the data images consistent 

with a ½  pixel shift in both the x and y directions.  The dotted line in Figure 6.8 shows 

the direction of this misalignment.  Comparing this with the retrieved phase profiles in 

Figure 6.7 it can be seen that the SAE solution matches the axis of symmetry seen in the 

difference image.   
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Figure 6.8 The difference image from the set of real data used to calculate the 

retrieved phase profiles in Figure 6.7. The dotted line shows the axis of symmetry 

created by a ½ pixel misalignment in x and y of the data images subtracted to create this 

image. 

( )d r

 

The misalignment of the data shown in Figure 6.8 would support the finding of a large 

tilt term in both the SAE and GN solutions.  It was thought that perhaps the apparent 

rotation between the SAE and GN solutions is a result of the difference in astigmatism 

modes between the two solutions.    As a simple check a simulation was conducted in 

which a phase profile similar to the form of the SAE solution in Figure 6.7(a) was input 

into both algorithms.  This simulated phase profile was created using a mixture of 

defocus and astigmatism and is shown in Figure 6.9. 

 

The astigmatism component caused the simulated phase profile to have an axis of 

symmetry identical to the one shown in Figure 6.8.  Therefore it is reasonable to 

suppose that the difference in the astigmatism modes of the SAE and GN solutions (see 

Graph 6.1) will affect the direction of the axis of symmetry in each solution (see Figure 

6.7).  Given the simulated input phase, both the SAE and GN algorithms were able to 

retrieve the solution with the correct orientation.  This shows that the apparent rotation 

between the SAE and GN solutions is not caused by some simple fault in the code of 

either and would suggest that the difference in the astigmatism modes is the likely 

source of the problem. 
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Figure 6.9 A simulated phase profile created using a mixture of defocus and 

astigmatism.  This was created to resemble the experimentally measured SAE phase 

solution (Figure 6.7(a)) [scale is in waves]. 

 

These initial results are encouraging, as they show that the SAE algorithm has retrieved 

reasonable results (as compared to the trusted GN solution) from real experimental data.  

However, there are several issues which much be addressed before this sensor system 

can be used to retrieve the unknown wavefront phase with repeatable accuracies that are 

comparable (or better than) the GN and Green’s function solutions.  Normalisation, data 

conditioning and regularisation will be considered in this chapter and other issues will 

be identified and held over for future work. 

 

6.4 Normalisation and Data Conditioning  

 

In Chapter 4, when the equations for the SAE algorithm were initially derived, it was 

shown that the error signal  must be modified (by the factor ( )d r 04 ( )I r ) to retrieve a 

solution for the wavefront phase.  This is demonstrated by Equation 4.13 which is 

reproduced here for convenience, the part of (4.13) which describes the PTF has been 

replaced by the abbreviation for this term introduced in Equation (4.14): 
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0

( ) ( ) ( )
4 ( )

ird r d T e
I r

ξξ ξ ξ −= Φ∫  ,                                        (4.13) 

 

where , the error signal, is formed by taking the difference of the phase diverse 

images in the ±1 diffraction orders and 

( )d r

0 ( )I r  is the intensity of the input wavefront in 

the pupil plane.  The FT of the wavefront phase is ( )ξΦ , and the PTF (which is created 

by the properties of the diversity function programmed into the grating) is represented 

by ( )T ξ  (see Chapter 4 for details).  The modification of the error signal by 04 ( )I r  will 

henceforth be referred to as data conditioning.   

 

If 0 ( )I r should tend to zero at any point then the value of the phase solution at that 

point does not matter but the effect on neighbouring regions is a cause for concern.  The 

simulations presented in Section 5.3.1.2, where an obscuration was used to artificially 

set the error signal to zero in a small region, suggest that this will not be a serious 

problem.  When noise is present in the data, which will certainly be the case in any real 

situation, as  the noise term will be greatly amplified 

r

0 ( ) 0I r → ( )0( ) ( )n r I r →∞ .  

Regularisation should be used to increase the stability of the data conditioning and this 

forms the subject of the following section. To minimise the effects of this division by 

zero requires careful choice and manipulation of the function 0 ( )I r .   

 

When choosing the function to represent the intensity in the pupil plane, 0 ( )I r , care 

must be taken to preserve the structure of so that only its overall amplitude is 

affected by the division 

( )d r

( 0( ) 4d r I ) .  From a data conditioning point of view this 

division should be limited to the area covered by the signal, to extend beyond this 

region would be to simply amplify the noise and reduce the stability of the solution.  

Given the information available to the user, how should  0I  be chosen? 

 

Without additional equipment, which may not even be practically reasonable to include 

in the optical setup, the user will not be able to measure the intensity in the pupil plane 
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directly.  However, in the detector plane the 0th order image, in the pupil plane 

configuration, will be an image of the pupil blurred by the optical system.  In the ±1 

orders the user has access to images of the blurred pupil (as seen in the 0th order image) 

which has been further blurred by the addition of the diversity phase.   

 

In Chapter 4 it was shown that the error signal, due to the blurring effect of adding the 

diversity phase, will always extend further than the support of the wavefront (i.e. it is 

always larger than the geometric pupil).   This is shown schematically in the example 

shown in Figure 6.10.  In this case (based on geometric optics) the input wavefront 

contains only a defocus term so that the intensity images in the ±1 orders contain no 

structure and one is smaller and brighter than the other.  This leads to a difference image 

as shown, and the cross section of this error signal is also given.    The overall 

width of this signal is set by the size of the largest diffraction order image (‘X’ in 6.10), 

which is greater than the width of the pupil (≈ ‘Y’). 

( )d r

 

 

 

Figure 6.10 A schematic showing the diffraction orders produced in the image plane for 

a pupil plane configured GPD sensor with defocus phase diversity and a curved input 

wavefront.  The difference of the images in the ±1 orders is shown, as is its cross 

section. 
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Figure 6.11 (a) the unconditioned error signal . This error signal conditioned by 

(b) the 0

( )d r

th order image 
0thI  and (c) the average of the ±1 diffraction orders ( )( )2I I+ −+  

(d) cross sections of the original error signal and the data conditioned versions. [all 

scales are a measure of contrast]. 

 

In Figure 6.11 the effect of the choice of 0 ( )I r  is considered using a simple simulation 

to illustrate the problem.  This figure demonstrates the effect on the error signal 

when conditioned by the 2 options for ( )d r 0 ( )I r ; The 0th order image (
0thI ) or the 

average intensity of the two diffraction orders ( ( )1 1 2I I+ −+ ).  In 6.11(a) the 

unconditioned error signal is shown.  The error signals produced by dividing the 
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unconditioned signal by either 

0thI  or ( )1 1 2I I+ −+  are plotted in 6.11(b) and (c) 

respectively.  Cross sections of the unconditioned data and both sets of conditioned data 

are given in 6.11(d).  These plots (b-d) show the main difference between these versions 

of conditioned data is at the boundary of the error signal. 

 

As 6.11(b) shows the effect of conditioning by the 0th order image is truncation of the 

difference image.  This is an undesirable effect which involves loss of information from 

the boundary of the error signal.  In 6.11(c) the error signal conditioned by ( ) 2I I+ −+  

shows that, although this function has the correct width, its structure has altered the 

error signal at the boundary.  In both cases (6.11 (b) and (c)) the change seen in the error 

signal will alter the phase profile that will be retrieved using the SAE.  This figure 

demonstrates that neither option for 0 ( )I r  is the ideal solution.  Instead, it would be 

better to create a hybrid of the two functions using the smooth top-hat intensity structure 

of the 0th order image but artificially extended to match the width of the ( ) 2I I+ −+  

function.  By doing so the structure of  will be unchanged by its division by ( )d r 0 ( )I r .  

Furthermore, the stability of the solution will be increased since this new 0 ( )I r  will 

limit the manipulation of the data to the region containing only the data, and not the 

noisy background. 

 

In previous chapters it has been mentioned that, instead of the phase, it may be desirable 

to reconstruct the imaginary part of the wavefront.  The reason for this may be seen 

here.  As Equation (4.14) showed retrieval of the wavefront phase requires that the data 

be conditioned by 04 ( )I r but retrieval of the imaginary part does not.  By removing the 

need to perform data conditioning it should be more straightforward to reconstruct 

, the difficultly will then lie in converting this to the phase.  The stability of the 

solution will be increased since wherever the intensity tends to zero so too will the 

imaginary part .  Part of the future work for this project will be to investigate this 

route further. 

( )a r

( )a r

 

Finally, in addition to these considerations the data must also be correctly normalised.  

Normalisation is necessary for several reasons.  The first is to mitigate the effects of 
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etch depth errors in the grating resulting in uneven division of incident intensity into the 

relevant diffraction orders.  With careful design and manufacture such errors should be 

very small.  Secondly, and more importantly, it must be ensured that simply changing 

the exposure time to increase/decrease the intensity on the detector (without making any 

other changes to the input or system) does not result in a different phase being retrieved. 

This second function is performed, in part, by using the pupil plane intensity 0 ( )I r .   

 

6.5 Regularisation 

 

In Chapter 4 the requirement for proper regularisation was identified in Equation 4.16, 

reproduced here. 

 

0

( ) N ( ) ( )
( )

( )Where N ( )
4 ( )

i i

i

D
T

n r
I r

ξ ξ ξ
ξ

ξ

+
= Φ

⎡ ⎤
= ℑ⎢ ⎥

⎣ ⎦

 ,                                          (4.16) 

 

where ( )iD ξ  is the FT of the modified error signal { }( )0( ) ( ) / 4 ( )iD d r I rξ = ℑ  , ( )iN ξ  

is the FT of the additive noise in the error signal, ( )T ξ  is the PTF and ( )ξΦ  is the 

unknown wavefront phase.  As discussed in Chapter 4 this equation demonstrates the 

existence of a classic regularisation problem within the SAE.  While ( ) 0iD ξ →  

wherever the PTF ( ) 0T ξ → , the noise term will not.  Thus ( ) ( )iN Tξ ξ →∞  as 

( ) 0T ξ → . 

 

In all previous chapters the data presented has been simulated, and contained no noise.  

As such sufficient accuracy in the phase solution was obtained by simply discarding the 

solution at points where the PTF is known to be zero.  A ‘threshold’ constant, close to 

zero, was defined and at points where the modulus of the PTF fell below this value the 

phase solution was not calculated.  This method however will not be suitable in real 

situations containing noise. 
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In this experiment all noise is assumed to be additive and, as such, independent of the 

data [6].  Modelling of multiplicative noise sources is a complicated process, and 

beyond the scope of this project.  By assuming all noise to be simply added to  the 

system will be easier to analyse.  In the experimental data presented in this chapter the 

only attempt thus far to reduce the noise was to perform background subtraction of the 

data images prior to their inversion.  The ‘threshold constant’ method of regularisation 

was used to obtain the SAE results presented in Figure 6.7(a).  Without this the SAE 

was unable to retrieve a solution at all since the signal was completely lost beneath huge 

noise spikes at high spatial frequencies.  A more strict regularisation method is required, 

and for this the Wiener filter was chosen as the most suitable option. 

( )d r

 

The Wiener filter is a well known method for retrieving an estimate of some original 

signal based on a measured signal that has been corrupted by noise [7].  The presence of 

the noise in the measured signal means it is impossible to ever retrieve the original 

signal perfectly, but with a optimum filter it should be possible to obtain a good 

approximation.  There are many methods for deriving such filters, and in the case of the 

Wiener filter it is considered ‘optimum’ when the mean squared error between the 

measured signal and the input signal is minimised [8].   

 

For regularisation of the experimental data a Wiener filter was constructed based on the 

equation put forward by Champeney [9], which is given in Equation (6.1): 

 

 ( )( )
( ) ( )

S

S N

PH
P P

ωω
ω ω

=
+

 ,                                              (6.1) 

 

where ( )H ω is the transfer function of the Wiener filter, ( )SP ω is the power spectrum of 

the signal (in this case the data image) and ( )NP ω is the power spectrum of the noise (in 

this case the background image).  The filter passes frequencies where power in the 

signal dominates the power in the noise and attenuates frequencies where the power in 

the noise exceeds that in the signal.  The power spectrums ( )SP ω  and ( )NP ω were 

calculated by taking the modulus squared of the FT of the data image and background 

image respectively.  The filter is applied in Fourier space by first taking the FT of the 
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original image and then multiplying it by the filter ( )H ω .  The inverse FT of this 

product produces the Wiener filtered image.  Figure 6.12 shows the result of Wiener 

filtering the data image used to compute the phase solutions (using the SAE and GN 

algorithms) that are presented in Figure 6.7.  In both the images shown in Figure 6.12 

the Matlab colour scheme was chosen to clearly show the noise effects in the original 

image which is why these figures have a different appearance to all other data and 

results in this thesis.  In Matlab the colour scheme is linked to the scaling of the plot, 

and in this case the scale has no relevant meaning and has been omitted.   This data also 

shows that many diffraction orders are visible at the camera plane, and the ±1 order 

images are cropped from this larger image as part of the data processing.  In 6.12(a) the 

original data image is shown and the striped effect of the noise is readily observed.  It 

was found, much later, that this striped effect was caused by defects in the protective 

glass plate covering the CCD sensitive chip.  Figure 6.12(b) shows the same data image 

after the application of the Wiener filter.  This image shows that the noise has been very 

effectively removed producing a much cleaner image.  This newly filtered image was 

input into the SAE algorithm to study the effect of removing the noise on the phase 

solution. 

 

 

 

Figure 6.12 A sample experimental data image before (a) and after (b) Wiener filtering 

to remove the effects of additive noise.   
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SAE analysis of the Wiener filtered data showed some small differences in the profile of 

the retrieved phase.  In Figure 6.13 the difference between the SAE phase solutions for 

the filtered and unfiltered data images is shown (the phase solution for the unfiltered 

data is shown in Figure 6.7(a)).  In 6.13(a) this ‘difference phase’ is shown to have a 

large tilt component.  In 6.13(b) the same difference phase is shown, but with the tilt 

removed so that the changes to other aberration modes may be seen more easily. 

 

To quantify the changes in the retrieved phase caused by the Wiener filtering of the 

data, the ‘difference phase’ profile (6.13(a)) was decomposed into a series of Zernike 

polynomials.  The coefficients of these are plotted in the histogram in Graph 6.2.  Note 

that these values represent the change in each of the coefficients when comparing the 

SAE phase solution computed for unfiltered and Wiener filtered versions of the same 

dataset.  

 

 

 

 

Figure 6.13 The difference between the SAE retrieved phase profiles for unfiltered data 

and the Wiener filtered data with (a) tilt included and (b) tilt removed.  [scale is in 

waves]. 
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Graph 6.2 Histogram showing the difference in Zernike coefficients for the SAE 

solutions calculated from both the original data and the Wiener filtered data (unfiltered 

– filtered). 

 

The histogram in Graph 6.2 shows that the main Zernike coefficients affected by the 

filtering process are (in order largest-smallest change): tip/tilt (labelled ‘index numbers’ 

2 and 3), piston (1), defocus (4) and coma (7 and 8).  Refer to the Appendix in Section 

6.9 for a full list of the Zernike equations used in this chapter, and the ‘index numbers’ 

these relate to.  The newly computed Zernike decomposition of the SAE phase solution 

from Wiener filtered data was then compared to the GN algorithm equivalents.  As in 

Graph 6.1, the differences between the SAE and GN solution coefficients were 

calculated.  This was done for the solutions from both the original (unfiltered) and 

Wiener filtered datasets.  This comparison will give an indication of the effect of 

filtering the data on improving the fit of the solutions from the two algorithms.  This 

information is plotted in Graph 6.3.   
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Graph 6.3 Histogram depicting the differences between the SAE and GN solution 

Zernike coefficients, both before and after Wiener filtering.  Since the GN algorithm 

does not calculate piston or tip (index numbers 1 and 2) no values for the difference are 

plotted for these coefficients. 

 

Graph 6.3 shows there is an even divide between the number of modes whose fit was 

improved (i.e. the difference was reduced) and those modes whose fit worsened after 

filtering.  In most cases the change in the fit was very slight.  One point to note is that 

one of the largest improvements was seen in the defocus mode, which in this 

experiment is the mode of greatest interest.  These results appear to suggest that most 

improvement gained is through the mitigation of weak noise components that affect 

low-frequency reconstruction only (where ( )T ξ  is small).   

 

While it is interesting to find that the process of filtering the data has some effect on 

final phase solution itself it should be noted that this is not the primary function of the 

regularisation.  The most important feature should be to remove noise from the data and 

in so doing increase the stability of the algorithm.  Figure 6.12 shows that the Wiener 

filter employed here has been most effective in the removal of unwanted noise, and this 
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will serve to help stabilise the SAE solution.  With improved modelling of the noise 

processes involved in the experimental system it may be that the Wiener filter will 

prove not to be the optimum filter to use for regularisation but it does appear to have 

made a significant improvement in this case.  Further investigation of the regularisation 

issues will be part of the future work for this project. 

 

6.6 Treatment of the Boundary – An Ongoing Issue 

 

It has been shown that the SAE, depending on the diversity function used, can have 

difficulty reconstructing low frequency aberration modes (see Chapter 5 for details). It 

was believed that this could be part of the cause of the mismatch between the defocus 

coefficients calculated using the SAE and GN algorithms (as discussed in section 6.3.1).  

In the example of a defocused wavefront and a defocus diversity function (as we have in 

this experiment), experience suggests that the Green’s function and GN solutions do not 

suffer from the same accuracy problems as the SAE when given the same data input.  

There must be something missing within the SAE algorithm which is causing this 

inaccuracy. 

 

To investigate this further a simple simulation was created to look at the error signal 

created for a defocused wavefront with defocus as the diversity function.  The results of 

this simulation are plotted in Figure 6.14.  In Figure 6.14(a) the FT of the error signal 

is shown.  The error signal is generated, as discussed in Chapter 4, by the 

convolution of the input wavefront with the diversity filter function programmed into 

the grating.  The rings of zero’s evident in 6.14(a) are therefore caused where the PTF 

of the diversity function goes to zero.  This is demonstrated in Figure 6.14(b), where 1D 

cross sections of the PTF and the FT of are shown; the zero points in the PTF 

match the rings of zeros in the FT of .  The interesting feature of these plots is the 

high peak in the FT of near the origin.  The error signal has recovered quickly from 

the zero in the PTF at the origin to produce this peak.  This would suggest that noise 

present at low spatial frequencies will also be pushed to high values by this PTF and 

that the solution will therefore be very sensitive to noise.  This would offer one 

explanation for the SAE’s inaccuracies when attempting to reconstruct the wavefront 

phase from this data.  However, the Green’s function solution when given the same type 

( )d r

( )d r

( )d r

( )d r
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of input data was capable of extremely high accuracies [10].  This raises the question, 

what does the Green’s function solution do, that the SAE doesn’t? 

 

 

 

Figure 6.14 a) The FT of the error signal generated for a defocused wavefront with 

defocus diversity phase b) a 1D cross section of FT[ ]  and the PTF for this 

simulated system. 

( )d r

( )d r
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One major difference between the SAE and Green’s function algorithms is that the 

Green’s function includes a treatment of the boundary conditions.  It incorporates a 

slope measurement at the boundaries and can extrapolate these slopes to find the shape 

of the wavefront.  This is demonstrated in Figure 6.15.   

 

 

 

Figure 6.15 Schematic showing how defocus can be extrapolated from measurements 

of the slope at the boundary of the error signal.  This process is included in the Green’s 

function phase retrieval algorithm.   

 

The SAE algorithm does not include any special treatment of the boundaries, perhaps 

further investigation of the boundary conditions would allow the accuracy of the SAE to 

be increased.  The treatment of the boundary is at least partly tied in with the choice of 

0 ( )I r  for the data conditioning.  This is an issue which will require a lot of work to 

address and is an ongoing issue that will be part of the future research for this project. 

 

6.7 Applications of the New Sensor System 

 

Throughout this thesis the concept of GPD, its operation, and the inversion of the 

resulting data using the SAE algorithm has been presented.   The GPD wavefront 

sensor, in combination with the SAE algorithm, forms a new wavefront sensing system 

that could potentially be applied to a great number of situations.  This system was 

developed as part of a larger collaborative project (OMAM – Optical Manipulation And 

Metrology) involving several industrial partners, Heriot-Watt University and UCL.  

Each partner joined OMAM in the hope of applying the GPD sensor system to their 

own particular applications.  To conclude this chapter and put the work of this thesis 

into context these applications will be outlined briefly in this section.   
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6.7.1 Military Imaging and Free-Space Communications 

 

Industrial collaborators Selex (formerly BAE Systems) and my colleague Clare Dillon 

are interested in using the GPD sensor system for applications involving horizontal 

propagation paths.  In astronomy applications the object of interest is at a great distance 

from the observer and therefore the turbulence of the Earth’s atmosphere may be 

considered to be relatively close to the receiver.  In military imaging and free-space 

communications, where horizontal propagation paths are often used, turbulence will 

affect the entire path of the beam and both the object and receiver are embedded in 

turbulence.  Anisoplanatism and scintillation effects have a much more detrimental 

effect on horizontal path systems than vertical path systems (like astronomy) [11].  

There have been many studies of the effects of anisoplanatism on laser beam 

propagation through turbulent media [11-16], mostly involving measurements of 

atmospheric properties such as the  parameter.  Where it is hoped the GPD sensor 

system can make a novel contribution is in the simultaneous measurement of 

scintillation and phase information. 

2
nC

 

Operating the GPD sensor in the pupil plane configuration an image of the pupil lens 

can be obtained in the 0th order image.  Where scintillation is present at the pupil this 

will also be recorded in the 0th order and this image can be used to retrieve information 

about the scintillation statistics.  Figure 6.16 shows how the GPD sensor could in 

principle be modified to retrieve phase information from several sources 

simultaneously.  This figure shows how light from two separate sources propagates 

through the GPD pupil plane sensor.  A Fresnel biprism is placed at the focal plane of 

the pupil lens L1 such that the images of each source are incident on different facets of 

the prism.  The result of this is that after propagating through the camera lens/grating 

combination (L2) the phase diverse data from each source is spatially separated on the 

CCD camera.  This allows the simultaneous measurement of the turbulence induced 

phase fluctuations of the two propagation paths.   

 

With this system it should be possible to measure both the scintillation statistics and 

phase fluctuations of multiple propagation paths.  With this information this system 

229 



Chapter 6: Experimental Testing, Practical Considerations and Applications of the SAE 
 
could be incorporated into a multi-conjugate adaptive optics system for military 

imaging and free-space communications. 

 

 

 

Figure 6.16 A modification of the pupil plane GPD sensor to measure the turbulence 

induced phase fluctuations along two different propagation paths [11]. 

 

6.7.2 Thin Film Metrology 

 

Industrial partners Scalar Technologies and my colleague David Faichnie are interested 

in incorporating the GPD sensor into an inline thin film metrology system.  This system 

is intended to measure the thickness of thin films, and multilayered laminate structures, 

while simultaneously monitoring the shape of the film surface using the GPD wavefront 

sensor. 

 

The ability to measure optical surface properties is of critical importance in a wide 

range of industries; from microelectronics and semiconductor manufacture to optical 

coatings and biomedicine.  With increasing process complexity comes the demand for 

more accurate, flexible, compact and reliable metrology solutions for incorporation into 

inline manufacturing processes [17].  These are often required to operate in real-time 

and be compatible with the production environment.  This is in stark contrast to many 

previous technologies where samples could be taken to sophisticated test labs where 

conditions could be controlled and factors such as the size of the instrument and the 

time taken to make the measurement were of much less importance.  Optical metrology, 
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as an intrinsically non-contact method, is an attractive option for inline surface 

measurements.  There are a number of technologies currently available that offer real 

time analysis of thin films in the production environment.  These include 

scatterometers, profilometers, ellipsometers and reflectometers [17, 18].  The metrology 

system being developed by Scalar and David, which will include the GPD wavefront 

sensor, will offer the added benefit of being capable of taking thickness and surface 

profile measurements simultaneously.  As a non-contact method it would also be 

possible to use this to measure wet surfaces (the fluid/wetting film would appear as a 

separate layer) [19, 20]. 

 

The GPD sensor will be used as an add-on to the already working thickness monitor.  

The principle of the thickness measurement is a simple one, using the separation on the 

CCD of Fresnel reflections from several layers of laminated structure to determine the 

thickness of each layer.  A point source is focussed by a lens to a spot approx 2µm in 

width, onto the surface of the laminate structure.  At the air-structure interface some 

light is reflected while the remainder is transmitted into the sample.  This process 

continues through the sample, with a portion of the light being reflected by each 

interface.  These reflections are focussed onto the detector using a second lens.  It has 

been shown that there is a linear relationship between the thickness of the layers and the 

separation of their reflections.  Scanning the sample allows the thickness to be profiled 

across the width of the sample [19].  To incorporate the GPD sensor each of the Fresnel 

reflections is considered to be a separate source and, similar to the multi-source concept 

shown in Figure 6.16, multiple sets of diffraction orders will be detected on the CCD.  

These sets of data can then be analysed to retrieve surface profile information of each 

particular laminate layer at the point the reflection was generated. 

 

Studies are continuing to look at the effects of material refractive index on the thickness 

measurement and on the aberrations induced by the thin film sample itself.  Initial 

modelling of the system suggests that the most critical aberrations induced by the film 

are tilt, astigmatism, coma and defocus.  With further work on the GPD sensor it may be 

possible to design a grating which is optimised for accuracy in sensing these aberrations 

in particular. Initial results are promising and suggest that this system is an attractive 

option for a real time in-line industrial thickness and surface shape sensor [19, 20]. 
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6.7.3 Designer Beam Shaping of Femtosecond Lasers 

 

In collaboration with the Ultrafast Optics group at Heriot-Watt University, the GPD 

sensor is being considered for inclusion in a system to alter, and monitor, the spatial 

properties of femtosecond laser pulses. 

 

The ability to adaptively alter the spatial and temporal properties of laser beams is a 

highly desirable technology with significance in a diverse range of research and 

industrial applications.  Control of the spatial characteristics of laser beam and pulses 

could be used, for example, to machine a specific shape of hole while manipulation of 

the temporal properties could allow the depth of the machined hole and the extent of the 

heating of the surrounding material to be carefully controlled.   

 

Industrial and Market drive to produce faster computers, using ever smaller circuit 

components, has pushed imaging techniques to their limits and has led to a need for 

accurate laser beam shaping for efficient high quality results.  This is just one, albeit 

very important, industrial application of laser beam shaping.  Applications in laser 

printing, materials processing, optical data storage, optical metrology and fibre injection 

are just a few examples where laser beam shaping can be used to improve results [21]. 

 

To alter the spatial properties of a laser beam, shaping techniques generally fall into 3 

broad categories; aperturing, field mapping and beam integration.  In aperturing the 

beam is expanded and then apertured to select only a smooth portion of the beam.  This 

method however does mean that light is lost from the system, and it can be difficult to 

find an appropriate area of the expanded beam to aperture off.  Beam integration is best 

used with relatively incoherent lasers, like Excimers, and involves splitting the beam 

into beamlets by use of a lenslet array that applies phase errors to each beamlet.  These 

beamlets are recombined in an image plane by a focussing lens, and by controlling the 

phase errors that are applied the shape in the output plane can be manipulated.  This 

method is sensitive to diffraction effects and in some cases, alignment errors.  Finally, 

field mapping involves insertion of a phase element to modify the phase of the laser 

beam and a focussing lens to scale the output beam.  Like beam integrators this is also 
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prone to diffraction and alignment errors but both these methods are more efficient than 

aperturing in terms of light loss [21]. 

 

Temporal control of Ultrafast laser pulses is an important technique for the optimisation 

of materials processing [22].  Adaptive control of the temporal profile would be ideal 

when machining a specimen containing several different materials, such as brittle 

dielectrics, which respond differently to high energy input [23].    Temporally altered 

pulses can be generated for use in laser fusion experiments [24], and also for femto-

chemistry [25].  These are just a few examples of what is a very fertile area of cross-

discipline research. 

 

 

 

Figure 6.17 A possible field mapping system to alter the spectral phase, and therefore 

the temporal profile, of a femtosecond laser pulse.  Examples of pulse shapes are shown 

in red, and the corresponding DM surface shape is sketched in black [26]. 

 

Ultrafast laser pulses can be shaped temporally if the phase profile of their constituent 

wavelength components can be modified [27].  Figure 6.17 shows how this might work 

in principle.  A femtosecond pulse from a Ti:Sapphire laser is reflected off a diffraction 

grating which acts as a dispersive element, separating out the component wavelengths in 

the pulse. A deformable mirror (DM) is placed at the Fourier plane of the lens FL.  By 
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altering the surface shape of the DM the user can selectively retard/advance separate 

wavelengths by altering the path length of that wavelength.  In the past DM’s have been 

demonstrated to be useful for femtosecond laser pulse compression using similar 

methods [28].  The altered wavefront is reflected off the mirror, and focussed by FL to 

overlap all the wavelengths on the grating which recombines them.  What exits the 

system is a pulse whose temporal profile has been altered by manipulation of the spatial 

phase of the dispersed pulse [27, 29].  The Real Time SHG-FROG system (Second 

Harmonic Generation – Frequency Resolved Optical Gating) is very sensitive and 

provides full characterisation of the generated ultrashort pulse, by measuring the 

intensity and the phase of the spectral and temporal components [30]. Examples of the 

temporal pulse shapes which could in principle be obtained are illustrated by the red 

curves in Figure 6.17.  The black curves correspond to an estimate of the mirror shape 

which would be required to generate these pulse shapes.  The question is, how could a 

GPD wavefront sensor and the SAE algorithm be incorporated to be of use in this 

system? 

 

In Chapter 4 (Section 4.6.4) an iterative extension to the SAE algorithm was used to 

refine the retrieved phase profile solution to match the experimental data.  A natural 

progression for this method would be to try matching the retrieved phase PSF data to a 

set of ‘target’ data (instead of measured data).   If these target data (spatial intensities) 

were chosen to match the data which would be produced by a particular beam shape 

then this algorithm could provide the information needed by the DM to alter the spectral 

phase of the laser beam.  If the phase profile required to impose the correct spatial phase 

changes onto the dispersed beam could be calculated by the SAE, a ‘recipe book’ of 

phase profiles and beam shapes could be constructed. This recipe book would include 

details of the phase shape required to alter the beam sufficiently, and the electrode 

potentials which should be applied to the mirror to create this shape (which would have 

to be calculated).  Since the SHG-FROG system is capable of monitoring the temporal 

and spatial phase profile of the beam there is little need for a GPD wavefront sensor to 

be included in this system, although one could be added using another beam splitter to 

take some of the light returning from the DM (before it reaches FL).  Carefully selecting 

a diversity filter function which can operate with relatively poor signal to noise would 

mean that the beamsplitter reflectivities could be chosen to split off only a small portion 

of the light.  The GPD wavefront sensor would be able to monitor the spatial phase 
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properties of the reflected beam from the DM, leaving measurement of the temporal 

properties to the SHG-FROG system. 

 

6.7.4 Polishing Applications: Manufacturing Telescope Mirror Segments and Prosthetic 

Joints 

 

Industrial collaborators Zeeko, who specialise in precision optical polishing, and 

National Physical Laboratories (NPL) working in conjunction with UCL plan to mount 

the GPD sensor on a swing-arm profilometer for in-situ real-time metrology of samples 

during the polishing process.  Their interest lies particularly in the accurate polishing of 

‘free-form’ objects which they define to be ones that deviate significantly from being 

simple rotationally-symmetric forms [31].  Under this definition free-form surfaces 

include aspherics, off-axis paraboloids and hyperboloids which, for example, could be 

polished mirror segments for next-generation Extremely Large Telescopes (ELT’s).  

Also of particular interest to Zeeko is the polishing of prosthetic knee and hip joints 

which are highly complex free-form surfaces which require very high levels of precision 

in surface shape. 

 

The next generation of telescopes, with primary diameters of 30-100m, will rely on 

segmentation to achieve such large mirror diameters.  This has been discussed in 

previous chapters from the point of view of segment co-phasing, which presents a 

significant challenge.  The manufacture of the huge number of segments required to 

build these telescopes is an essential factor in the success of building such large 

telescopes.  The European Southern Observatory (ESO) is currently working on the 

OverWhelmingly Large (OWL) telescope which will have a 100m segmented mirror 

containing 3048 segments,  and also a segmented secondary mirror requiring a further 

216 segments.  In comparison the twin Keck telescopes, currently the worlds largest, 

comprise just 36 segments in total [32, 33].  To build the OWL to schedule will require 

the production of 1.5 segments on average per day [34].  This is not outwith the scope 

of current industrial capabilities but the ability to monitor the surface shape in real-time 

as the segments are polished could give significant savings in both time and money.   
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Zeeko and NPL are also interested in the precision polishing of prosthetic hip and knee 

joints, which is a challenging application requiring very high accuracies in surface 

shape.  Hip replacement procedures are becoming increasingly commonplace as 

medical technology improves and life expectancies increase.  Over 30,000 operations 

are performed per year in England alone usually on patients over the age of 50 [35].  For 

older patients the replacement joint will usually last for the rest of their life, but in 

younger patients revision surgery can be necessary when the first joint fails.  This 

surgery is more complex, more expensive, and failure rates are much higher [35].  The 

non-surgical alternative to hip replacement (medication) is extremely expensive over the 

lifetime of the patient and may leave the patient debilitated or disabled and in 

considerable pain.  It is therefore of vital importance that prosthetic joints are 

manufactured to last as long as possible, to reduce costs and the likelihood of a second 

replacement operation.  It is believed that the typical lifetime of a knee or hip prosthesis, 

which is currently around 10-15 years, is limited by the precision or the surface shape 

and quality [31].  Due to their function hip and knee joints are in constant use and under 

considerable pressure, this causes wear of the articulating joint surfaces over time.  This 

wear is also dependent on the level of activity of the patient, which is another reason 

why younger patient’s replacement joints do not last as long.  If during manufacture 

even micron-level high spots are left on the surface pressure will be concentrated in 

these regions resulting in a higher wear rate and in some cases fracture of the joint [31, 

36].  Debris particles from the joint as it is worn down are not tolerated by the human 

body and cause normal cell growth around the joint to cease.   It can also create 

inflammation, bone reabsorption, loosening of the joint and severe pain. In some cases 

this debris has been linked to cancer at the site of the joint replacement [37].  Increasing 

the precision with which these joints are polished is of vital importance for both 

economic and medical reasons.  Extending the lifetime of a prosthestic joint by just a 

few years could mean the difference between a young patient in their 30’s needing just 

one revision replacement instead of two [36]. 

 

By incorporating the GPD sensor into their polishing system Zeeko plan to improve the 

precision and efficiency of the polishing process by performing real-time metrology of 

the form under polish.  This will help to save time and remove the added errors caused 

by demounting the form for testing and then remounting it for further polishing.  The 
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simple and lightweight design of the GPD sensor will allow it to be easily mounted on 

the end of the swing arm profilometer.  

 

6.8 Conclusions 

 

In this chapter the first experimental results from the GPD SAE sensor system have 

been presented.  It is often not a trivial process to turn a system which has worked well 

in simulation into one which works just as well in practice.  This has been demonstrated 

here, and some of the practical considerations and modifications necessary to get a 

working experimental version of this system have been given.  There is however much 

more work required before this is a simple ‘plug and play’ wavefront sensing system 

and this will be discussed briefly in the concluding chapter.   

 

The initial results from the GPD sensor are encouraging.  While it is not at this stage 

achieving accuracies comparable to the GN or Green’s function solutions it is capable 

of retrieving the correct wavefront shape, with errors in the scaling of the solution.  

These scaling errors may in part be linked to the regularisation and stability of the 

algorithm as well as to treatment of the boundary conditions.  These are ongoing issues 

to be tackled. 

 

It has been shown in this chapter that use of a Wiener filter greatly reduced the amount 

of noise in the experimental data, which will help to stabilise the solution.  In time it 

may prove that the Wiener filter is not the optimum filter to use for this system, and this 

will require more sophisticated modelling of the noise processes involved.  However, as 

an initial approach the Wiener filter appears to work well. 

 

To conclude this chapter, and the main body of this thesis, the GPD sensor system was 

considered within the context of the OMAM collaboration and the industrial partners 

who plan to use it.  From free-space communications to the manufacture of prosthetic 

joints there is a wide range of applications which will benefit from this new wavefront 

sensor within this collaboration alone.   It is hoped that, with further development, this 

wavefront sensing system will be implemented in a range of practical situations and will 
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prove to be an attractive and competitive technology for currently available wavefront 

sensors technologies. 

 

6.9 Appendix: List of Zernike Polynomials Used   

 

In this appendix details of the Zernike polynomials used in Chapter 6, and their 

corresponding index numbers which are used as simple identifiers for each of them, are 

tabulated.  These polynomials, as with all the Zernikes used in this thesis have been 

taken from the definitions given by Wavefront Sciences [38].   

 

Index No. Notation Equation (Polar Form) 
Description 

(where applicable) 

1 0
0Z  1 π  Piston 

2 1
1Z  ( )Cosρ θ  Tilt (about x-axis), 

a.k.a. Tip 

3 1
1Z −  ( )Sinρ θ  Tilt (about y-axis) 

4 0
2Z  22 1ρ −  Defocus 

5 2
2Z −  2 (2 )Sinρ θ  

Astigmatism (axis at 

4π± ) 

6 2
2Z  2 (2 )Cosρ θ  

Astigmatism (axis at 0 

or 2π ) 

7 1
3Z −  ( )33 2 (Sin )ρ ρ θ−  3rd order Coma (along 

x-axis) 

8 1
3Z  ( )33 2 (Cos )ρ ρ θ−  3rd order Coma (along 

y-axis) 

9 3
3Z −  3 (3 )Sinρ θ  

Triangular Astigmatism 

(base on x-axis) 

10 3
3Z  3 (3 )Cosρ θ  

Triangular Astigmatism 

(base on y-axis) 
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Index No. Notation Equation (Polar Form) 
Description 

(where applicable) 

11 0
4Z  4 26 6ρ ρ 1− +  

3rd order Spherical 

Aberration 

12 2
4Z  ( )4 24 3 (2Cos )ρ ρ θ−   

13 2
4Z −  ( )4 24 3 (2Sin )ρ ρ− θ   

14 4
4Z  4 (4 )Cosρ θ   

15 4
4Z −  4 (4 )Sinρ θ   

16 1
5Z  ( )5 310 12 3 ( )Cosρ ρ ρ θ− +  

17 1
5Z −  ( )5 310 12 3 ( )Sinρ ρ ρ θ− +   

18 3
5Z  ( )5 35 4 (3Cos )ρ ρ θ−   

19 3
5Z −  ( )5 35 4 (3Sin )ρ ρ θ−   

20 5
5Z  5 (5 )Cosρ θ   

21 5
5Z −  5 (5 )Sinρ θ   
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Conclusions and Future Work 

 

It has been shown that Phase Diversity (PD) wavefront sensing does not have to be 

limited to the use of defocus as the diversity phase.  Any function, or combination of 

functions, which is complex and whose real and imaginary parts are both non-zero and 

share the same symmetry may be used to build a null sensor and perform Generalised 

Phase Diversity (GPD) wavefront sensing.   One example is the Phase Contrast 

Microscope (PCM), a familiar application whose phase shift technique was found to 

satisfy the conditions for a GPD null sensor [1].  The GPD sensor’s sensitivity will be 

determined largely by the diversity function chosen, and with careful selection the user 

may find a function which will give optimum sensitivity to the aberrations of most 

interest in their given application.   

 

The motivation for this project was to design a compact, versatile wavefront sensor 

capable of providing highly accurate results with continuous, discontinuous and 

scintillated wavefronts.  There is no fundamental problem with using defocus as the 

diversity phase in any of these cases; the limitations of previous sensing methods have 

been caused by their data inversion techniques.  Defocus PD (DPD) has traditionally 

been used with the Intensity Transport Equation (ITE) to retrieve the curvature of the 

input wavefront. It is the assumptions made in solving the ITE which limit the use of the 

wavefront sensor to continuous, unscintillated, wavefronts [2].  Having established that 

it is possible to use diversity functions other than defocus to perform PD a new phase 

retrieval algorithm, not based on the ITE, was required.  The Small Angle Expansion 

(SAE), essentially a deconvolution algorithm, was developed for use with the GPD 

sensor and could also be used as an alternative to the currently used ITE based 

applications.  The SAE computes an analytic solution to the wavefront phase which has 

also been shown to work well with an additional iterative refinement stage using the 

measured data as the ‘ground truth’ against which the accuracy of the solution is 

measured. 
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To perform GPD wavefront sensing all that is required is an error signal created by 

taking the difference of two images containing equal and opposite amounts of the 

diversity phase, and knowledge of the diversity function used.  The method of applying 

the PD may be chosen to suit the user’s application.  Throughout this thesis the GPD 

sensor presented has been a variation of the diffraction grating based technique 

proposed by Blanchard et al [3-5].  This method was selected for its simple, compact 

and robust common path design.   

 

The process by which the phase diverse data is formed has been studied, and described 

as essentially a convolution between the input wavefront phase and a Phase Transfer 

Function (PTF) which is created using the known properties of the PD function.  By 

studying the form of the PTF the user is able to determine which spatial frequencies that 

particular diversity function will be most sensitive to, and which it will be blind to.  

Since the data inversion process is a deconvolution between the measured data and this 

PTF its structure is also directly linked to the stability of the inverse problem. 

 

It has been shown that the error signal, for all GPD diversity functions, has a sinusoidal 

response to the size of the phase step in the input wavefront.  Therefore the wavefront 

sensor is fundamentally blind to piston errors of exact multiples of π, and outwith the 

linear region ±π/2 (about the origin) the error signal will become multi-valued and 

therefore ambiguous.   This is a universal problem, not unique to GPD.  With 

ambiguous data no phase retrieval algorithm will be able to compute the correct input 

phase.  Instead it is the corresponding phase from the monotonic ±π/2 region which will 

be reconstructed.  The nature of the convolution process which generates the data means 

the SAE requires the local wavefront slope across the width of the blur function be 

restricted to small angles, within the monotonic region.  This is an important step 

forward from previous ‘small angle’ phase retrieval algorithms which have required that 

the Peak to Valley (PV) of the wavefront itself be limited to small angles for accurate 

reconstruction [2, 6]. This advantage can be maximised by increasing the sampling 

(increase the number of pixels/samples across the input wavefront) or reducing the 

width of the blur function (through careful choice of the diversity function). In this way 

it would be possible to push this algorithm to deal with extremely aberrated input 

wavefronts.   
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The SAE algorithm has been shown to work well with discontinuous wavefronts 

generated by a simulated segmented telescope pupil.  It is believed that this technique 

would provide a useful tool for the accurate co-phasing of the next generation of 

Extremely Large Telescopes (ELT).  The next stage of this research will be to test this 

experimentally, using a 7 segment piezo driven mirror and the GPD wavefront sensor.  

The performance of the SAE with non-uniform illumination was also tested, using a 

sine wave to modulate the wavefront amplitude and also an artificial obscuration to 

study how the algorithm copes in the absence of an error signal.  In both cases the 

results were encouraging and part of the future work for this project will be to introduce 

properly modelled scintillation into the simulations to test the accuracy of the wavefront 

sensor in these conditions. 

 

Finally the GPD wavefront sensor and SAE algorithm were tested experimentally and 

the results compared to the Gureyev-Nugent (GN) algorithm, an ITE based solution [7, 

8].  The SAE algorithm performed well, retrieving the correct wavefront shape but with 

scaling errors which it is believed are linked to problems with the treatment of the 

boundary conditions.  Wiener filtering was used to help increase the stability of the 

solution and reduce the noise in the data.  These results, while encouraging, show that 

there is more work required before this system can be used as a simple ‘plug and play’ 

sensor capable of measurement accuracies to rival currently favoured techniques.  This 

future work will include more rigorous study of the treatment of the boundary 

conditions, investigation of Signal to Noise (SNR) issues and work to increase the 

stability of the solution to noise.   

 

The GPD wavefront sensor, coupled with the SAE algorithm, is a lightweight, versatile 

and robust sensor system for wavefront metrology.  With further development it is 

planned that this sensor will be incorporated into a number of our collaborators 

industrial and research applications from military imaging to bioengineering.  It is 

hoped that, in the future, this new wavefront sensor will go on to become a competitive 

technology compared to currently favoured wavefront sensing techniques. 
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